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Extended Abstract
Introducion: Artificial intelligence, as one of the contemporary disruptive tech-
nologies, has transformed the structures of societies and industries. However, the 
rapid proliferation of this technology has raised questions about its management 
and oversight. AI governance, beyond technical aspects, requires attention to eth-
ical, social, and legal dimensions in order to prevent negative consequences such 
as bias, privacy breaches, or discrimination. The swift advancement of artificial 
intelligence has challenged traditional regulatory frameworks that were designed 
for information and communication technologies. The speed of algorithm devel-
opment has outpaced legislators’ ability to enact up-to-date regulations, bring-
ing challenges such as algorithmic bias, privacy violations, and potential misuse. 
Among the foundational and influential theories in this domain are Algorithmic 
Governance/Regulation and the artificial intelligence ecosystem theory. The lack 
of global consensus on definitions and approaches, coupled with policy fragmen-
tation, has made the formulation of effective frameworks difficult. 
Methods: Using a systematic protocol, we searched major databases (2017–2025) 
for “AI governance,” retrieving 130 records. After de-duplication, screening, and 
criterion-based appraisal (English; direct governance focus; excluding first-gener-
ation symbolic AI), 63 studies remained. We extracted bibliographic/methodolog-
ical data and qualitative evidence on ethics, policy, regulation, and operationali-
sation. Iterative thematic analysis-constant comparison, memoing, open-to-axial 
coding, return-to-text checks, and audit trails-ultimately produced 297 initial codes, 
consolidated into 16 organising codes and four overarching themes.
Results: Findings converge on four areas. (1) Ethics: prioritising transparency, ex-
plainability, bias mitigation, and meaningful human oversight to sustain trust. (2) 
Policies and outlooks: countries pursue divergent strategies-EU law-centric, US 
trust/ethics-led, and China industry-plus-social-stability-yet share goals to balance 
innovation with safety. (3) Coordination: persistent gaps remain in common defini-
tions, interoperable standards, data-sharing mechanisms, and dispute-resolution, ex-
acerbated by geopolitical frictions. (4) Governance domains: interlocking technical, 
ethical, and legal layers operate across national, sectoral, and organisational levels 
and throughout the system lifecycle, operationalised through risk classification, in-
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dependent audits, model/data cards, incident reporting, procurement clauses, and 
other enforceable controls that translate principles into practice..
Discussion: Grounded in the review’s evidence, we propose a “multi-layered gov-
ernance based on risk and trust” model anchored in four pillars-ethics, policy, gov-
ernance layers, and application. It operationalises values as measurable, enforce-
able controls; applies proportionately across technical, ethical, and legal layers; 
spans national, sectoral, organisational levels and the lifecycle. Practical levers 
include risk classification, independent audits, red-teaming, model/data cards, in-
cident reporting, procurement clauses, and rollback protocols. The model reduces 
principle-to-practice gaps, improves accountability and interoperability, and pre-
serves innovation under safety floors.
Keywords: AI governance, Systematic Review, AI ethics, Responsible development.
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مرور نظام‌مند چارچوب‌ها و سازوکارهای حکمرانی راهبردی 
هوش‌مصنوعی در مطالعات سال‌های ۲۰۲۵-۲۰۱۷

، محمدجواد راوی2 حسن بشیر1

چکیده
ــع  ــع و صنای ــاختار جوام ــر، س ــز معاص ــای چالش‌برانگی ــی از فناوری‌ه ــوان یک ــی به‌عن ــوش مصنوع ه
ــارۀ مدیریــت  ــاوری، پرســش‌هایی درب ــن فن را دگرگــون کــرده اســت. بااین‌حــال، گســترش پرشــتاب ای
ــنتی  ــای س ــی، چارچوب‌ه ــوش مصنوع ــریع ه ــرفت س ــت. پیش ــاخته اس ــرح س ــر آن مط ــارت ب و نظ
ــش کشــیده  ــه چال ــد، ب ــی طراحــی شــده بودن ــرای فناوری‌هــای ارتباطــی و اطلاعات تنظیم‌گــری را کــه ب
اســت. ســرعت توســعه الگوریتم‌هــا از توانایــی قانون‌گــذاران بــرای وضــع مقــررات بــه‌روز پیشــی گرفتــه 
و چالش‌هایــی چــون ســوگیری الگوریتمــی، نقــض حریــم خصوصــی و سوءاســتفاده‌های احتمالــی بــه 
ــه طبقه‌بنــدی  ــوان ب ــه نظریه‌هــای بنیادیــن و اثرگــذار در ایــن قلمــرو، می‌ت همــراه داشــته اســت. از جمل
راســل و نورویــگ و نظریــه زیســت‌بوم هــوش مصنوعــی اشــاره کــرد. نبــود اجمــاع جهانــی در تعاریــف 
و رویکردهــا، همــراه بــا پراکندگــی سیاســت‌ها، تدویــن چارچوب‌هــای مؤثــر را دشــوار ســاخته اســت. 
داده‌هــا شــامل تحلیل‌هــای کیفــی و بــا جســتجوی »حکمرانــی هــوش مصنوعــی« در پایگاه‌هــای علمــی 
گــردآوری شــد. تحلیــل مضمــون نتایــج پژوهش‌هــا، ۲۹۷ کــد اولیــه، ۱۶ کــد ســازمان‌دهنده و چهــار 
مضمــون فراگیــر را اســتخراج کــرد. یافته‌هــا در چهــار محــور کلیــدی اخــاق هــوش مصنوعــی بــا تأکیــد 
ــی؛ چالش‌هــای  ــا؛ سیاســت‌ها و چشــم‌اندازهای جهان ــر شــفافیت و کاهــش ســوگیری در الگوریتم‌ه ب
هماهنگــی بین‌المللــی و وحــدت در تعریــف، توســعه و کاربســت هــوش مصنوعــی و زمینه‌هــای 
ــه  حکمرانــی هــوش مصنوعــی دســته‌بندی شــدند. الگــوی پیشــنهادی ایــن پژوهــش، معمــاری چندلای
ریســک‌محور اســت کــه ارزش‌هــا را بــه قیــود اجرایــی ســنجش‌پذیر نگاشــت می‌کنــد، لایه‌هــایِ فنــی، 
ــت  ــش داده، و در نهای ــر پوش ــه عم ــازمانی و چرخ ــی، س ــی، بخش ــطوح مل ــی را در س ــی، حقوق اخلاق

تــاش دارد شــکاف مبنــا تــا عمــل را کاهــش دهــد.

واژگان کلیدی
حکمرانی هوش مصنوعی، مرور نظام‌مند، اخلاق هوش مصنوعی، توسعۀ مسئولانه.

تاریخ دریافت: 1404/05/12               تاریخ پذیرش: 1404/08/03
bashir@isu.ac.ir                  		 1. استاد گروه فرهنگ و ارتباطات، دانشگاه امام صادق علیه السلام، تهران، ایران.

2. دانشجوی دکتری فرهنگ و ارتباطات، پژوهشگر مرکز رشد دانشگاه امام صادق علیه السلام، تهران، ایران. )نویسنده مسئول(
mj.ravi@isu.ac.ir



فصلنامه فضای مجازی و رسانه‌های اجتماعی

12

سال دوم
شماره سوم
پاییز 1404

مقدمه 
هـوش مصنوعـی در عصـر حاضـر بـه یکـی از محرک‌هـای اصلـی تحـولات فناورانـه بدل شـده 
و نقشـی بنیادیـن در دگرگونـی سـاختارهای اجتماعـی، اقتصـادی و صنعتـی ایفـا می‌کنـد. درک 
عمیـق از ماهیـت ایـن فنـاوری از ابعـاد نرم‌افـزاری، سـخت‌افزاری، بـرای حکمرانـی مؤثـر و 
و  محدودیت‌هـا  قابلیت‌هـا،  دقیـق  شـناخت  چـرا کـه  اسـت؛  ضـروری  آینده‌نگرانـه کاماًل 
پیامدهـای هـوش مصنوعـی، نه‌تنهـا به فهـم واقع‌بینانه‌تر این فناوری منجر می‌شـود، بلکه بسـتر 
تدویـن راهبردهـای مناسـب بـرای مدیریـت و هدایـت آن در سـطح جامعـه را فراهـم می‌سـازد. 
بااین‌حـال، توسـعه شـتابان هـوش مصنوعـی، عالوه بر ارتقـای صنایع و خدمـات، چالش‌های 
مهمـی همچـون سـوگیری الگوریتمـی، نقـض حریـم خصوصـی و پیچیدگـی مسـئولیت‌های 
قانونـی را نیـز بـه وجـود آورده اسـت )UNESCO, 2021(. اهمیت فزاینـده هوش مصنوعی، 
نیـاز بـه تدویـن سیاسـت‌ها و چارچوب‌هـای حکمرانی هوشـمندانه و چندبُعـدی را به ضرورتی 
جـدی تبدیـل کـرده اسـت؛ زیـرا غفلت از ابعاد اخلاقـی و اجتماعی آن می‌توانـد منجر به تعمیق 
نابرابری‌هـا و کاهـش اعتمـاد عمومـی شـود. تجربـه جهانـی نشـان داده کـه نبـود اسـتانداردهای 
هماهنـگ و پراکندگـی سیاسـت‌ها، تحقـق حکمرانـی مؤثـر را بـا دشـواری روبـه‌رو سـاخته 
اسـت. در پاسـخ بـه ایـن چالش‌هـا، نهادهـای بین‌المللـی اقـدام بـه تدویـن اسـناد و مقرراتـی 
نظیـر »پیشـنهادنامه اخالق هـوش مصنوعـی یونسـکو« و »قانـون هـوش مصنوعـی اتحادیـه 
 اروپـا« کرده‌انـد تـا چارچوبی شـفاف و پاسـخگو برای توسـعه مسـئولانه این فنـاوری فراهم آید

.)European Parliament, 2024(
مسئله اساسی این مقاله، نبود درک جامع و قابل‌اتکا از وضعیت حکمرانی راهبردی هوش 
مصنوعی در سطح جهانی است؛ به‌ویژه در شرایطی که پیچیدگی‌های ذاتی این فناوری و سرعت 
تحولات آن، امکان شناخت عمیق و هستی‌شناختی را در برنامه‌های کوتاه‌مدت و میان‌مدت 
و تصمیم‌گیرندگان  باعث می‌شود سیاست‌گذاران  این شکاف شناختی،  است.  دشوار کرده 
داخلی برای تدوین خط‌مشی‌ها و پاسخگویی به چالش‌ها و فرصت‌های هوش مصنوعی، با 
یا  نظری  مطالعات  به  اتکای صرف  دیگر،  از سوی  باشند.  مواجه  داده‌ها  پراکندگی  و  ابهام 
سیاست‌گذاری‌های منفرد، قادر به ارائه تصویری جامع و راهبردی از الزامات حکمرانی هوش 
مصنوعی نیست. ازاین‌رو، انجام یک مطالعه فراتحلیلی نظام‌مند و مرور ادبیات معتبر بین‌المللی، 
ضرورتی انکارناپذیر است تا بتوان ضمن شناسایی چارچوب‌ها، الگوها و سازوکارهای اصلی 
حکمرانی هوش مصنوعی، مسیرهای بهینه برای سیاست‌گذاری و ارتقای ظرفیت‌های داخلی 
را تبیین کرد. این مقاله با تحلیل ۶۳ مطالعه منتخب خارجی )به زبان انگلیسی( منتشرشده بین 
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سال‌های ۲۰۱۷ تا ۲۰۲۵، از نشریات مختلف مرتبط با حکمرانی هوش مصنوعی در پی پاسخ 
به این پرسش کلیدی است که چارچوب‌ها و سازوکارهای حکمرانی راهبردی هوش مصنوعی 
چگونه در ادبیات علمی تعریف، ساختاربندی و ارزیابی شده‌اند و چه الگوهایی بیشترین تکرار 
و تأثیر را داشته‌اند. هدف نهایی پژوهش، فراهم‌آوردن بستر تصمیم‌سازی مبتنی بر شواهد و 
تقویت توان ملی برای حکمرانی اثربخش و مسئولانه هوش مصنوعی است. سؤالات پژوهش 

به شرح زیر است:
ــی در  ــوش مصنوع ــردی ه ــی راهب ــازوکارهای حکمران ــا و س ــی: چارچوب‌ه ــؤال اصل س

ــده‌اند؟ ــی ش ــاختاربندی و ارزیاب ــف، س ــه تعری ــب چگون ــات منتخ مطالع
ســؤال فرعــی: کــدام الگوهــای حکمرانــی بیشــترین تکــرار را دارنــد و ویژگی‌هــای مشــترک 

آن‌هــا چیســت؟

پیشینه پژوهش
بــرای تبییــن چارچــوب مفهومــی و جایــگاه پژوهــش، در ایــن بخــش پیشــینه نظــری و تجربــی 
مرتبــط مــرور می‌شــود. ابتــدا مطالعــات فارســی دربــاره حکمرانــی هــوش مصنوعــی و 
ــی  ــای بین‌الملل ــک( و ســپس پژوهش‌ه ــت الکترونی ــی داده/دول ــک )حکمران ــای نزدی حوزه‌ه
اخیــر بــا رویکردهــای فراتحلیــل، فراترکیــب و مــرور نظام‌منــد بررســی می‌گــردد تــا مؤلفه‌هــای 

ــدی و شــکاف‌های دانشــی مشــخص شــود. کلی
ــوری  ــت در جمه ــی دول ــرای حکمران ــی ب ــوش مصنوع ــت ه ــدل حاکمی ــه م ــه »ارائ مقال
اســامی ایــران« بــا فراتحلیــل نظام‌منــد مطالعــات ۲۰۰۰ تــا ۲۰۲۴، ۱۲۷ پژوهــش را 
خوشــه‌بندی کــرده و شــش محــور اصــول حاکمیتــی، فناوری‌هــای پیشــرفته، مشــارکت 
شــهروندی، امنیــت - دفــاع، خدمــات عمومــی و اخــاق - حقــوق را برجســته می‌کنــد و بــر 
کارایــی، شــفافیت و چارچوب‌هــای اخلاقــی تأکیــد دارد. بااین‌حــال، تمرکــز ملــی، رویکــرد 
ــی از شــکاف‌های آن اســت. در  ــزار اجرای ــه و اب ــاری چندلای ــدان معم ــی و فق ــاً توصیف عمدت
مقابــل، مــرور نظام‌منــد حاضــر بــا دامنــه بین‌المللــی ۲۰۱۷ تــا ۲۰۲۵ بــا تمرکــز بــر مطالعــات 
جدیــد و تلفیــق فراتحلیــل و تحلیــل مضمــون، فــارغ از ارائــه یــک »مــدل واحــد«، بــه اســتخراج 
مؤلفه‌هــای کلیــدی و صورت‌بنــدی معمــاری راهبــردی چندســطحی می‌پــردازد )ترابــی و 

ــال، 1403(. اقب
مقالــه »فراتحلیــل مطالعــات دولــت الکترونیــک در ارتقــای شــاخص‌های حکمرانــی 
خــوب« )فراتحلیــل و رگرســیون بــا CMA2( و بیشــتر بــر بدنــه‌ای از منابــع فارســی/



فصلنامه فضای مجازی و رسانه‌های اجتماعی

14

سال دوم
شماره سوم
پاییز 1404

ــر  ــک ب ــت الکترونی ــر دول ــر ســنجش اث ــه دارد؛ تمرکــز آن ب ــازه ۱۳۹۰-۱۴۰۲ تکی ــی در ب مل
شــاخص‌های حکمرانــی خــوب )پاســخگویی، شــفافیت، نظــارت و…( اســت و بــه لایه‌هــا و 
ســطوح حکمرانــی فناوری‌هــای نــو کمتــر می‌پــردازد. در مقابــل، پژوهــش حاضــر بــا رویکــرد 
ــه محورهــای کلیــدی حکمرانــی راهبــردی هــوش مصنوعــی در مقیــاس  کیفــی - ترکیبــی، ب

ــکاران، 1402(. ــدزاده و هم ــت )مج ــز اس ــی متمرک جهان
مقالــه فراتحلیــل کاربــرد هــوش مصنوعــی در توســعۀ کاربری‌هــای ترکیبــی اراضــی شــهر 
ــه پیچیدگــی شــهری و  ــری در پاســخ ب ــک کارب ــدی الگوهــای تفکی ــا مســئله ناکارآم ــران ب ته
ــرای توســعه کاربری‌هــای ترکیبــی پیــش مــی‌رود.  ضــرورت بهره‌گیــری از هــوش مصنوعــی ب
ــه  ــر 2107 ســند و در ادام ــه ب ــد اســت کــه مطالع ــرور نظام‌من ــل و م روش پژوهــش، فراتحلی
بــه 65 مطالعــه واجــد شــرایط تقلیــل یافــت؛ نگاشــت VOSviewer و ســپس مدل‌یابــی 
معــادلات ســاختاری بــا PLS-SEM/SmartPLS روی ۷ مؤلفــه کاربســت هــوش مصنوعــی 
و ۵ بعــد توســعه. یافته‌هــا حاکــی از آن اســت کــه بــرازش قــوی )GoF=0.739؛ R²=0.716؛ 
 ،)t=15.858( فضایــی  چیدمــان  مدل‌سازی/شبیه‌ســازی  غالــب  اثــر  و   ،)Q²=0.506

نتیجــه  در   )t=4.339( الگوریتــم  هم‌افزایــی  و   )5.765=t( ذی‌نفعــان  مشــارکت  ســپس 
ادغــام روش‌هــای پیشــرفته هــوش مصنوعــی برنامه‌ریــزی داده‌محــور را تقویــت می‌کنــد؛ 
امــا زیرســاخت، کیفیــت داده و عدالــت الگوریتمــی چالش‌انــد و نیازمنــد سیاســت‌گذاری 

حمایتی‌اند)آهنگــری،1404(.
مقالــه »ســاحت‌های چهارگانــه حکمرانــی هــوش مصنوعــی در آموزش‌وپــرورش«، اشــاره 
ــرورش، الگــوی  ــری ایمــن و اثربخــش هــوش مصنوعــی در آموزش‌وپ ــرای به‌کارگی ــد ب می‌کن
حکمرانــی منســجم لازم اســت. روش مقالــه مطالعــه کیفــی بــا رویکــرد فراترکیــب و تکنیــک 
ــت‌وجوی 2024-2000  ــتا جس ــن راس ــت در ای ــو اس ــکی و باروس ــه‌ای سندلوس هفت‌مرحل
ــی را  ــرای ترکیــب نهایــی. یافته‌هــای پژوهــش حکمران ــع( و گزینــش 58 مطالعــه ب )209 منب
در چهــار ســاحت تبییــن می‌کنــد؛ خُــرد )مشــارکت و ارتباطــات، اخــاق، مســئولیت‌پذیری، 
آمــوزش و یادگیــری(، میانــی )مدیریــت دانــش، مدیریــت منابــع انســانی و منابــع(، کلان 
)انســجام، تمرکززدایــی، انعطاف‌پذیــری، کارایــی، عدالــت آموزشــی، شــفافیت( و فــراکلان 
ــتقرار  ــه اس ــی(. در نتیج ــی، دسترس ــای زندگ ــاق، مهارت‌ه ــات، وف ــررات، ثب ــن و مق )قوانی
حکمرانــی کارآمــد مســتلزم توجــه همزمــان بــه هــر چهــار ســاحت و ترجمــه آن‌هــا به سیاســت‌ها 

ــری، 1404(. ــی، علی‌اکب ــت )پورکریم ــی اس ــازوکارهای اجرای و س
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ــده  ــش و برنامه‌هــای آین ــن، شــکاف‌های دان ــی هــوش مصنوعــی: مضامی ــه »حکمران مقال
باتوجه‌بــه ابعــاد اخــاق هــوش مصنوعــی« بــا مــرور نظام‌منــد ادبیــات و به‌کارگیــری پروتــکل 
بــه بررســی حکمرانــی هــوش مصنوعــی می‌پــردازد. هــدف آن شناســایی   )PRISMA(
موضوعــات اصلــی، شــکاف‌های دانشــی و تنظیــم دســتورکارهای آینــده اســت. یافته‌هــا نشــان 
می‌دهــد حکمرانــی بــر چهــار محــور فنــاوری، ذی‌نفعــان و زمینــه، مقــررات و فرایندهــا اســتوار 
اســت. چالش‌هایــی چــون ضعــف در پیاده‌ســازی، ابهــام در اثربخشــی اصــول اخلاقــی و 
کمبــود راهکارهــای اجرایــی شناســایی می‌شــود. پژوهــش گســترش مطالعــات تجربــی، ایجــاد 
ــی  ــوب مفهوم ــد. چارچ ــنهاد می‌کن ــارکتی را پیش ــی مش ــج حکمران ــی و تروی ــای نظارت نهاده
تلفیقــی، پیش‌نیازهــا و پیامدهــای حکمرانــی مســئولانه را روشــن کــرده، تدویــن سیاســت‌های 

.)Papagiannidis et al, 2025( ــی را ممکــن می‌ســازد ــات آت اثربخــش و پیشــبرد تحقیق
و  ادبیــات چالش‌هــا، گزینه‌هــا  مــرور  پیشــرفته:  هــوش مصنوعــی  مقاله »حکمرانــی 
پیشــنهادها« به بررســی حکمرانــی هــوش مصنوعــی پیشــرفته از طریــق مــرور جامــع ادبیــات 
ــه  ــوزه در س ــن ح ــای ای ــنی از پژوهش‌ه ــدی روش ــه طبقه‌بن ــدف آن ارائ ــردازد. ه ــود می‌پ موج
محــور اصلی شناســایی چالش‌هــا، تحلیــل گزینه‌هــای حکمرانــی و تدویــن پیشــنهادهای 
ــد کــه ایــن حــوزۀ پژوهشــی نوظهــور حــول ســه خــط  سیاستی اســت. یافته‌هــا نشــان می‌دهن

پژوهشــی متمایــز امــا مرتبــط شــکل گرفتــه اســت: 
1. پژوهش‌هــای مســئله‌یاب که بــه تحلیــل پارامترهــای فنــی، اســتقرار و حکمرانــی 

هــوش مصنوعــی می‌پردازنــد؛
راه‌هــای  و  حکمرانــی  اهرم‌هــای  بازیگــران کلیــدی،  پژوهش‌هــای گزینه‌یاب کــه   .2

تأثیرگــذاری بــر آن‌هــا را بررســی می‌کننــد؛
تحلیــل  اســاس  بــر  تدویــن سیاســت‌های عملــی  بــه  تجویزی کــه  پژوهش‌هــای   .3
چالش‌هــا و گزینه‌هــا اختصــاص دارنــد. ایــن مطالعــه بــا ســازماندهی ادبیــات پراکنــده 
موجــود، بــه شفاف‌ســازی تحلیلــی و راهبــردی ایــن حــوزه کمــک کــرده و بســتری بــرای 
پژوهش‌هــای متمرکزتــر و سیاســت‌گذاری اثربخش‌تــر در مواجهــه بــا چالش‌هــای 

 .)Maas, 2023( ــد ــم می‌کن ــرفته فراه ــی پیش ــوش مصنوع ه
مقاله چارچوب‌هــای حکمرانــی هــوش مصنوعــی: ایــن مقالــه بــا مــرور نظام‌منــد ادبیــات، 
ــی،  ــای حکمران ــایی الگوه ــدف آن شناس ــد. ه ــی می‌کن ــی را بررس ــوش مصنوع ــی ه حکمران
تحلیــل ســطوح اجــرا و ارائــه راهکارهــای مدیریــت ریســک‌های نوظهــور اســت. یافته‌هــا نشــان 
می‌دهــد انتخــاب و اجــرای چارچوب‌هــای مناســب بــا چالش‌هایــی در چهــار محــور ذی‌نفعــان 
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ــه موضوعــات، زمان‌بنــدی مداخــات و مکانیســم‌های اجرایــی روبه‌روســت.  پاســخگو، دامن
شــکاف‌های اصلــی شــامل نبــود ســازوکار یکپارچــه میــان ســطوح، کمبــود معیارهــای ارزیابــی 
اثربخشــی و فقــدان راهنمــای عملیاتــی اســت. مطالعــه توســعه چارچوب‌هــای انعطاف‌پذیــر، 
ارزیابــی مســتمر و طراحــی نظــام چندلایــه را پیشــنهاد می‌کنــد. حکمرانــی به‌عنــوان فراینــدی 
ــف  ــای اجتماعــی تعری ــا ارزش‌ه ــت ریســک و همسوســازی توســعه ب ــرای مدیری ــد ب نظام‌من

 .)Batool et al, 2025( می‌شــود در ســطوح مختلــف حکمرانــی
مقالــه »حکمرانــی هــوش مصنوعــی: چارچوب‌هــای نظارتــی و مســئولیت‌های اجتماعــی« 
بــا تحلیــل نظام‌منــد ادبیــات، بــه شناســایی خلأهــای پژوهشــی در حــوزه اصــول و راهبردهــای 
ــه  ــج نشــان می‌دهــد ک ــردازد. نتای ــرای توســعه سیســتم‌های هــوش مصنوعــی می‌پ ــی ب نظارت
به‌رغــم توجــه روبه‌رشــد بــه کاربردهــای ایــن فنــاوری، مطالعــات نظام‌منــد کافــی در ســه 
محــور کلیــدی وجــود نــدارد: چارچوب‌هــای حکمرانــی پیشــنهادی توســط نهادهــای مختلــف، 
پیونــد میــان حکمرانــی و مســئولیت اجتماعــی شــرکتی، و ابعــاد اساســی همچــون پاســخگویی، 
شــفافیت، تفســیرپذیری، انصــاف، حریــم خصوصــی و امنیــت ســایبری. از جملــه شــکاف‌های 
شناسایی‌شــده، می‌تــوان بــه نبــود راهنمــای عملــی، ابهــام در ســازوکارهای نظارتــی و کمبــود 
اســتانداردهای اخلاقــی جامــع اشــاره کــرد. مقالــه پیشــنهاد می‌کنــد چارچوب‌های چندســطحی 
و ســازوکارهای پویــا تدویــن شــود و مســئولیت‌پذیری اجتماعــی ذی‌نفعــان تقویــت گــردد تــا 

.)Camilleri, 2024( حکمرانــی اخلاقــی و مؤثــر بــر هــوش مصنوعــی تضمیــن شــود
مطالعــه حاضــر بــا رویکــردی متمایــز، از اخلاق‌گرایــی صــرف فراتــر مــی‌رود و حکمرانــی 
راهبــردی چندلایــه و ریســک‌محور را در چارچــوب زیســت‌بوم و حکمرانــی چندســطحی 
صورت‌بنــدی می‌کنــد تــا پیونــدی عملــی میان اصــول هنجــاری و ســازوکارهای اجرایــی برقرار 
شــود. در ســطح مســئله، هــدف از »توصیــف وضعیــت« بــه حــل ســه گــره اصلــی بازتعریــف 
می‌شــود: شــکاف اصــل تــا عمــل، پراکندگــی سیاســتی، و فقــدان تعریف/معمــاری مشــترک؛ 
بــا تحدیــد دامنــه بــه نســل دوم هــوش مصنوعــی شــبکه‌محور بــرای هم‌ســویی بــا واقعیــت فنــی 
امــروز. در ســطح روش، ترکیبــی از مــرور نظام‌منــد بین‌المللــی )۲۰۱۷-۲۰۲۵(، فراتحلیــل 
و تحلیــل مضمــون بــا نمونه‌گیــری هدفمنــد انگلیســی‌زبان، غربالگــری چندمرحلــه‌ای و راهبــرد 
دورانــی کدگــذاری بــه‌کار مــی‌رود؛ بی‌آنکــه »یــک مــدل واحــد« تحمیــل شــود، بلکــه مؤلفه‌هــای 

معمــاری حکمرانــی اســتخراج و منســجم می‌گــردد.
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جدول 1. پیشینه پژوهش

وجه تمایز با پژوهش حاضر تمرکز/یافتۀ کلیدی دامنه/روش مطالعه )سال(

مطالعه ملی و توصیفی
۶ محور حکمرانی دولت مبتنی 

بر هوش مصنوعی
فراتحلیل نظام‌مند 
)۲۰۲-۲۰۰۰(

ترابی و اقبال، ۱۴۰۳

 هوش مصنوعی به‌عنوان متغیر
دولت الکترونیک و 

شاخص‌های حکمرانی خوب
فراتحلیل + 

رگرسیون
مجدزاده و همکاران، 

۱۴۰۲

بخشی/شهری و روش‌محور 
)PLS-SEM( با تمرکز بر 

کاربری اراضی

کاربست هوش مصنوعی در 
برنامه‌ریزی شهری

مرور نظام‌مند 
PLS-SEM

آهنگری، ۱۴۰۴

بخشی )آموزش‌وپرورش( و 
داخلی با رویکرد فراترکیب 

ساحت‌محور

۴ ساحت حکمرانی در 
آموزش‌وپرورش

 فراترکیب 
)۵۸ منبع(

پورکریمی و 
علی‌اکبری، ۱۴۰۴

اخلاق‌محور و هنجاری با تمرکز 
بر شکاف اصل - عمل

شکاف اصل - عمل
SLR

 (PRISMA)

Papagiannidis et 

al., 2025

طبقه‌بندی مفهومی بدون بسط 
ابزارهای اجرایی

مسائل/گزینه‌ها/پیشنهادها در 
AI پیشرفته

مرور ادبیات Maas, 2023

چارچوب‌محور با تأکید بر 
ارزیابی مستمر و فقدان سازوکار 

یکپارچه

چالش اجرای چارچوب‌ها؛ 
چندلایه و ارزیابی مستمر

SLR Batool et al., 2025

تمرکز بر مسئولیت اجتماعی 
CSR شرکتی

پیوند حکمرانی AI و مسئولیت 
اجتماعی

مرور نظام‌مند Camilleri, 2024

اصول‌محور و توصیفی؛ 
غیرعملیاتی در سطح اجرا

AI همگرایی اصول اخلاق
نقشه‌برداری 

جهانی
Jobin, Ienca & 

Vayena, 2019

مدل مفهومی و اولیه با 
جهت‌گیری کاملًا نظری

AI مدل لایه‌ای حکمرانی مدل مفهومی
Gasser & Almei-

da, 2017

2. ادبیات نظری 

2-1. تعریف مفاهیم
2-1-1. هــوش مصنوعــی: بــه طــور کلــی، هــوش مصنوعــی: »بــه ســامانه‌ها یــا ماشــین‌هایی 
اطــاق می‌شــود کــه توانایــی انجــام وظایفــی را دارنــد کــه معمــولًا مســتلزم ســطحی از 
هوشــمندی مشــابه انســان است«)کیســینجر و همــکاران، 1403: 4(. ایــن وظایــف می‌توانــد 
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ــی  ــات گذشــته و حت ــری از داده‌هــا و تجربی ــده، یادگی ــد حــل مســائل پیچی ــی مانن فعالیت‌های
تولیــد محتــوای خلاقانــه را در برگیــرد. از منظــر دیگــر، هــوش مصنوعــی را می‌تــوان :»عاملــی 
عقلانــی دانســت کــه بــه گونــه‌ای طراحــی شــده اســت تــا در شــرایط قطعــی، بــه بهتریــن نتیجــه 
ــورد  ــه م ــن نتیج ــه مطلوب‌تری ــن، ب ــم و نامطمئ ــای مبه ــد و در موقعیت‌ه ــت یاب ــن دس ممک

)Russell & Norvig, 2016( »ــرس ــار ب انتظ
2-1-2. حکمرانـی هـوش مصنوعـی: حکمرانـی هـوش مصنوعـی مفهومـی چندوجهی 
اسـت بـا دو منظـر اصلـی:»از منظـر توصیفـی، مجموعـه‌ای از سیاسـت‌ها، هنجارهـا، قوانین و 
نهادهـا را دربـر می‌گیـرد کـه توسـعه و به‌کارگیـری سـامانه‌های هوشـمند را سـامان می‌دهـد. از 
منظـر هنجـاری، چشـم‌اندازی اسـت کـه همیـن عوامـل را بـه تصمیم‌گیری‌هـای مؤثـر، ایمـن، 

.)Black et al., 2024( »فراگیـر، مشـروع و منطبـق بـا ارزش‌هـای انسـانی هدایـت می‌کنـد
»شـبکه‌ای  مصنوعـی،  هـوش  زیسـت‌بوم  مصنوعـی:  هـوش  بـوم  زیسـت   .3-1-2
درهم‌تنیـده از بازیگـران )ماننـد شـرکت‌های فنـاوری، دولت‌هـا، دانشـگاه‌ها و جامعـه مدنـی(، 
فناوری‌ها )مانند الگوریتم‌ها، زیرسـاخت‌های محاسـباتی و داده‌ها( و فرآیندها )مانند توسـعه، 
کاربـرد و نظـارت( اسـت کـه بـا همـکاری یکدیگـر، ارزش‌هـای اقتصـادی، اجتماعـی و علمـی 
تولیـد می‌کننـد. بـه عنـوان مثـال، یک شـرکت فنـاوری ممکن اسـت الگوریتمی برای تشـخیص 
پزشـکی طراحـی کنـد، امـا موفقیـت ایـن الگوریتـم بـه داده‌هـای باکیفیـت )تأمین‌شـده توسـط 
بیمارسـتان‌ها(، قوانیـن نظارتـی )وضع‌شـده توسـط دولـت( و پذیـرش اجتماعی )شـکل‌گرفته 
توسـط جامعـه مدنـی( وابسـته اسـت« )Black et al., 2024: 401(. این تعاملات نشـان‌دهنده 
پویایـی و پیچیدگـی زیسـت‌بوم هـوش مصنوعـی اسـت که نیازمند یـک رویکرد سیسـتمی برای 

حکمرانی اسـت.

2-2. مبانی نظری پژوهش
نظـری  چارچوب‌هـای  بـه  هنـوز  پژوهشـگران  حـوزه،  ایـن  بـودن  نوظهـور  باتوجه‌بـه 
تثبیت‌شـده‌ای دسـت نیافته‌انـد و مطالعـات در ایـن زمینـه ادامـه دارد. بااین‌حـال، در اینجـا 
طبقه‌بنـدی  می‌کنیـم.  اشـاره  حـوزه  ایـن  در  برجسـته  نظـری  چارچوب‌هـای  از  برخـی  بـه 
سیسـتم‌های  پذیرفته‌شـده،  و  جامـع  چارچوب‌هـای  از  یکـی  به‌عنـوان  نورویـگ،  و  راسـل 
 هـوش مصنوعـی را بـر اسـاس قابلیت‌هـا و درجـات خودمختـاری آن‌هـا دسـته‌بندی می‌کنـد 
)Russell & Norvig, 2016(. ایـن چارچـوب در حـوزه حکمرانـی هـوش مصنوعـی نقشـی 
انـواع سیسـتم‌های هـوش مصنوعـی و شناسـایی  امـکان درک دقیق‌تـر  زیـرا  دارد،  محـوری 
نیازهـای نظارتـی و اخلاقـی مرتبـط بـا هـر دسـته را فراهـم می‌سـازد. در ادامـه، ایـن طبقه‌بندی، 
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حکمرانـی هـوش مصنوعـی را نـه به‌مثابـه مجموعـه‌ای از »قواعـد پراکنـده« بلکـه همچـون یک 
معمـاری چندلایـه، ریسـک‌محور و اکوسیسـتم‌مدار صورت‌بنـدی می‌کنـد کـه در آن ارزش‌های 
هنجاری مطلوب و اثربخش، ایمنی، فراگیری، مشـروعیت و سـازگارپذیری به نحوی نظام‌مند 
بـه قیدهـای طراحـی و سـازوکارهای اجرایـی نگاشـت می‌شـوند. در ایـن تلقـی، »حکمرانـی« 
دولتـی،  نهادهـای  هم‌آرایـی  و  برهم‌کنـش  محصـول  بلکـه  نیسـت؛  دولت‌هـا  کنـش  صرفـاً 
صنعـت، جامعـه مدنـی، اجتماعـات تخصصـی و نهادهـای اسـتانداردگذار در یک »سیسـتم از 
سیستم‌ها«سـت. بـه طـور هم‌زمـان، ایـن معمـاری دو وجه متمایـز دارد: وجه توصیفـی آن که به 
قواعـد، هنجارهـا و نهادهـای بالفعـل اشـاره می‌کنـد و وجه هنجـاری آن که آرمـان تصمیم‌های 

.)Dafoe, 2018( خـوب« و کارا، امـن، فراگیـر، مشـروع و تطبیق‌پذیـر را پـی می‌گیـرد«
ــک  ــل ی ــای تحمی ــت: به‌ج ــتوار اس ــری اس ــی فرانظ ــای موضع ــر مبن ــدی ب ــن صورت‌بن ای
»مــدل واحــد« بــر پدیــده‌ای کــه هــم از نظــر فنــی و هــم نهــادی متکثــر و در حــال تغییــر اســت، 
ــی  ــامانهٔ حکمران ــر س ــه ه ــد ک ــز می‌کن ــی تمرک ــود عام ــط و قی ــا، رواب ــتخراج مؤلفه‌ه ــر اس ب
ــدم  ــا »ع ــوب ب ــن چارچ ــناختی، ای ــر معرفت‌ش ــازد. از منظ ــرآورده س ــا را ب ــد آن‌ه ــر بای معتب
قطعیــت عمیــق« و »کثــرت ارزش‌هــا« ســازگار اســت و به‌جــای پاســخ‌های محتوایــی ثابــت، 
»دســتور زبــان تحلیلــی« بــرای طراحــی و ارزیابــی معمــاری ارائــه می‌کنــد. همچنیــن بــر واژگان 
مفهومــی مشــترک )قابلیــت، ریســک، ظرفیــت نهــادی، مشــروعیت(، روابــط ســازوکار محــور 
ــده‌ای  ــای پیونددهن ــی( و گزاره‌ه ــئلۀ نمایندگ ــبکه‌ای، مس ــار ش ــی، آث ــری اطلاعات )مقیاس‌پذی

تکیــه دارد کــه نســبت میــان ایــن عناصــر را تبییــن می‌کننــد.
بـرای تأمیـن کفایـت تبیینـی و تعمیم‌پذیـری، مبانـی نظـری بـر سـه دیـدگاه مکمـل بنـا شـده 
اسـت. نخسـت، دیـدگاه »فنـاوری کاربری عام« کـه هوش مصنوعی را به‌منزلهٔ ورودی ارزشـمند 
طیفـی وسـیع از فرایندهـا و محـرک نوآوری‌هـای مکمـل می‌فهمـد )Garfinkel, 2024(. پیامد 
نظـری کلیـدی ایـن نگـرش آن اسـت کـه هرچـه شـدت کاربـری عـام و ظرفیـت بهبـود مسـتمر، 
بیشـتر باشـد، معمـاری حکمرانـی بایـد تفکیک‌پذیرتـر و سـازگارپذیرتر طراحـی شـود و به‌جای 
قواعـد ایسـتا از قیدهـای طراحی قابـل بازتنظیم بهره گیرد. دوم، دیدگاه »فنـاوری اطلاعات« که 
بـر منطـق تولیـد، فشرده‌سـازی، انتقـال و کنتـرل اطلاعـات تأکید می‌کنـد و دو ویژگی برجسـته 
را پیـش می‌کشـد: هزینـه نهایـی بسـیار پاییـن در مقیـاس و آثـار شـبکه‌ای قـوی. ایـن ویژگی‌هـا 
هم‌زمـان بـه تمرکـز سـاختاری در تولیـد و نوعـی »برابری مصرف« در دسترسـی دامـن می‌زنند؛ 
میان‌عملیاتی‌پذیـری  و  ممیزی‌پذیـری  متناسـب،  شـفافیت  بایـد  اصـول حکمرانـی  بنابرایـن، 
را در کنـار صیانـت از امنیـت و مالکیـت فکـری نهادینـه کننـد )Coyle et al, 2020(. سـوم، 
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دیـدگاه »فنـاوری هوشـمندی« کـه هـوش مصنوعـی را به‌منزلـه نـوآوری در تـوان حـلّ مسـئله و 
تصمیم‌گیـری می‌بینـد و طیفـی از »ابزار« تا »سـامانه/عامل« را دربر می‌گیرد. هرچه از ابزارهای 
کمکی به سـامانه‌ها و عامل‌های هدف‌جو نزدیک‌تر می‌شـویم، مسـائل سـوگیری، هم‌سـویی و 
کنتـرل اهمیتـی فزاینـده می‌یابند و اقتضا می‌کنند سـازوکارهای فنی هم‌سـویی با سـازوکارهای 
نهـادی پاسـخ‌گویی، شـفافیت متناسـب و قابلیـت بازخواسـت به‌صـورت درهم‌تنیـده طراحـی 

 .)Christian, 2020( شـوند
بــا اتــکا بــه ســه چشــم‌انداز نظــری یادشــده، می‌تــوان مجموعــه‌ای از »قیــود فراگیــر طراحــی 
نهــادی« را صورت‌بنــدی کــرد کــه بی‌آنکــه وارد مصادیــق شــوند، منطــق معمــاری حکمرانــی 
ــازی  ــرای داخلی‌س ــا ب ــادی، نهاده ــاد نه ــوب اقتص ــت، در چارچ ــد. نخس ــت می‌کنن را هدای
برون‌ریزهــا پدیــد می‌آینــد؛ ازایــن‌رو »بــرازش نهــادی« یعنــی هم‌تــرازی قلمــرو مســئله بــا 
ــی  ــا کاف ــت، ام ــه‌ای اس ــک‌های رابط ــش ریس ــرط لازم کاه ــاد ش ــت نه ــار و ظرفی ــه اختی دامن
نیســت؛ الزامــات ایمنــی پیشــینی و کانال‌هــای اعتــراض و بازنگــری نیــز بایــد همــراه آن برقــرار 
ــاوری شــدیداً  ــه فن باشــند )Koremenos et al., 2001(. دوم، تلقــی هــوش مصنوعــی به‌مثاب
ــت و مســئلۀ راســتی‌آزمایی را برجســته  ــه دشــوار شــفافیت امنی ــردی و منتشــر، معادل دو کارب
می‌کنــد؛ بدین‌معنــا کــه ســازوکارهای اعتمادســازی و نظــارت بایــد شــواهد کافــی بــرای 
 Zaidi( ــد ــت طرف‌هــا را مخــدوش کنن ــد، بی‌آنکــه امنی ــار ایمــن فراهــم آورن ــان از رفت اطمین
Dafoe, 2021 &(. ســوم، در محیط‌هایــی بــا بازده‌هــای نســبی بــزرگ، فشــارهای ســاختاری 

به‌ســوی کاســتن از حاشــیهٔ ایمنــی و ســایر ارزش‌هــا میــل می‌کنــد؛ بنابرایــن، تعریــف »حــدود 
غیرقابــل مصالحــه« و تعبیــۀ مکانیســم‌های همــکاری و هماهنگــی مشــروط، پیش‌شــرط 

.)Askell et al., 2019( ــت ــی ارزش‌هاس ــایش تدریج ــگیری از فرس پیش
در امتــداد همیــن منطــق، روایــت نظری بر »تناســب ریســک« و »مقیاس‌پذیــری حکمرانی« 
تأکیــد می‌گــذارد. تناســب ریســک بدیــن معناســت کــه شــدت الزامــات و ســازوکارهای 
ــب از  ــن تناس ــد و ای ــا باش ــا و زمینه‌ه ــه در قابلیت‌ه ــک نهفت ــدت ریس ــع ش ــد تاب ــی بای کنترل
خــال نگاشــت صریــح ارزش‌هــای هنجــاری بــه معیارهــا و کنترل‌هــای ســنجش‌پذیر تحقــق 
ــر  ــون معتب ــا از اکن ــه قواعــد و نهاده ــد ک ــز ایجــاب می‌کن ــی نی ــری حکمران ــد. مقیاس‌پذی یاب
باشــند و در مواجهــه بــا ســطوح بالاتــر توانمنــدی و تحــول نیــز پایــدار و قابــل تعمیــم باقــی 
بماننــد؛ بــه عبــارت دیگــر، بایــد »قابلیــت ارتقــا« و »قابلیــت بازگشــت« در معمــاری پیش‌بینــی 
 شــود تــا اصلاحــات کم‌هزینــه و توقــف امــن در مواجهــه بــا عدم‌قطعیــت ممکــن باشــد

.)Gruetzemacher & Whittlestone, 2022(
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ــی  ــان کنترل‌هــای فن ــۀ روش‌شــناختی مهــم در ایــن چارچــوب آن اســت کــه رابطــۀ می نکت
و ســازوکارهای نهــادی، رابطــه‌ای جانشــین‌پذیر نیســت؛ بلکــه مکمــل اســت. ارزیابــی فنــی، 
ــی  ــش مشــروعیت و کارای ــه افزای ــی ب ــکا زمان ــت قابل‌ات ــداوم و ثب ــش م ــاری، پای ــزی رفت ممی
منتهــی می‌شــوند کــه خطــوط مســئولیت، ســازوکارهای اعتــراض و حمایــت از افشــاگران و 
نظــارت مســتقل به‌عنــوان اجــزای درونــی معمــاری تعریــف شــده باشــند. بــه همیــن قیــاس، 
شــفافیت بایــد »متناســب بــا زمینــه« باشــد: افشــای آنچــه بــرای بازخواســت عمومــی و حرفــه‌ای 
کفایــت می‌کنــد، نــه بیــش و نــه کــم؛ زیــرا شــفافیت بی‌محابــا همان‌قــدر مســئله‌آفرین اســت 

.)Coyle & Weller, 2020( کــه ابهــام کامــل
از ایــن منظــر، اصــول طراحــی کــه به‌صــورت هنجــاری و اجرایــی قابــل دفاع‌انــد عبارت‌انــد 
از: چندمرکــزی و توزیــع کارکردهــا میــان ســطوح و کنشــگران بــا پیوندهــای قاعده‌منــد؛ تناســب 
ریســک و تدریجی‌ســازی الزام‌هــا؛ تعریــف کف‌هــای ایمنــی غیرقابل‌ســازش؛ شــفافیت 
ــان در  ــادار ذی‌نفع ــی معن ــری؛ نمایندگ ــراض و بازنگ ــت اعت ــری؛ قابلی ــب و ممیزی‌پذی متناس
طراحــی و بازطراحــی؛ ماژولاریتــی و قابلیــت بازگشــت بــرای اصــاح کم‌هزینــه؛ اســتانداردهای 
بــرای کاهــش قفل‌شــدگی و تســهیل ممیــزی در ســطح  مشــترک و میان‌عملیاتی‌پذیــری 
اکوسیســتم؛ هم‌ســویی فنــی و نهــادی از رهگــذر ادغــام کنترل‌هــای فنــی بــا ترتیبــات حقوقــی و 
ســازمانی؛ و ســرانجام، ســازگارپذیری یادگیرنــده از طریــق بازنگــری دوره‌ای مبتنــی بــر شــواهد 

.)Amodei et al., 2016( و ســندباکس‌های تنظیمــی
ــز برجســته  ــدهٔ طراحــی نی ــد گــزارهٔ عمومــی جهت‌دهن ــده، چن در ســطح نظــری پیونددهن
اســت. نخســت، بــا افزایــش »قابلیــت«، اگــر شــفافیت متناســب و ظرفیــت نهــادی هم‌پــای آن 
ــری  ــد؛ دوم، افزایــش مقیاس‌پذی ــا ارزش‌هــا افزایــش می‌یاب ــد، شــکاف هم‌ســویی ب رشــد نکن
ــخ‌گویی را  ــدون پاس ــز ب ــر تمرک ــر، خط ــزی مؤث ــدان ممی ــبکه‌ای، در فق ــار ش ــی و آث اطلاعات
ــرازش نهــادی شــرط لازم کاهــش ریســک اســت؛ امــا شــرط کافــی  ــد؛ ســوم، ب تشــدید می‌کن
نیســت و تنهــا در کنــار کف‌هــای ایمنــی پیشــینی و کانال‌هــای اعتــراض و بازنگــری کفایــت 
پیــدا می‌کنــد؛ چهــارم، هرجــا پاداش‌هــای نســبی بــزرگ وجــود داشــته باشــد، حفــظ ارزش‌هــا 
محتــاج قیــود ســخت و همــکاری پذیرفتنــی اســت )Dafoe, 2018(. ایــن گزاره‌هــا، به‌صــورت 
ــه  ــد بی‌آنکــه ب ــا می‌کنن ــی را ایف ــل نظــری و طراحــی عمل ــان تحلی ــل« می هنجــاری، نقــش »پ

ــی فروکاســته شــوند. مصداق‌گوی
در جمع‌بنــدی، مبانــی نظــری حاضــر، حکمرانــی هــوش مصنوعــی را به‌مثابــۀ معمــاری‌ای 
می‌بینــد کــه از ســه عدســی فنــاوری کاربری عــام، »فنــاوری اطلاعــات« و »فناوری هوشــمندی« 
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تغذیــه می‌کنــد؛ بــر اقتصــاد سیاســی نهادهــا بــرای داخلی‌ســازی برون‌ریزهــا و بــرازش نهــادی 
تکیــه دارد؛ تجارت‌بــرگ شــفافیت امنیــت و دشــواری‌های راســتی‌آزمایی را در طراحــی 
لحــاظ می‌کنــد؛ فشــارهای ســاختاری رقابــت را بــا کف‌هــای ایمنــی و ســازوکارهای همــکاری 
مهارپذیــر می‌ســازد؛ و از رهگــذر »دســتور زبــان تحلیلــی«، ارزش‌هــای هنجــاری را بــه قیدهــای 
طراحــی ســنجش‌پذیر و مقیاس‌پذیــر نگاشــت می‌کنــد. بدین‌ســان، روایــت نظــری، هــم 
ــرای  ــی ب ــم بنیان‌هــای کاف ــد و ه ــظ می‌کن ــاب از مصداق‌زدگــی را حف ــرای اجتن ــزاع لازم ب انت

ترجمــه هنجارهــا بــه معمــاری اجرایــی چندلایــه را فراهــم مــی‌آورد.

3. روش پژوهش
ــل مضمون انجــام  ــل و تحلی ــق دو روش فراتحلی پژوهــش حاضــر با رویکــرد کیفــی و با تلفی
ــب  ــرای ترکی ــی ب ــتماتیک؛ روش ــای سیس ــه‌ای از مروره ــل زیرمجموع ــت. فراتحلی ــده اس ش
سیســتماتیک داده‌هــای کیفــی و کمــی مرتبــط از چندیــن مطالعــه انتخاب‌شــده بــرای رســیدن بــه 
یــک نتیجــه واحــد بــا قــدرت اســت. فراتحلیــل صرفــاً یــک تکنیــک آماری نیســت، بلکه روشــی 
پژوهشــی اســت کــه بــا بررســی نظام‌منــد پژوهش‌هــای پیشــین، فرضیه‌هــا را بازتعریــف کــرده 
ــد  ــت می‌یاب ــر دس ــای جامع‌ت ــه نتیجه‌گیری‌ه ــا ب ــا و یافته‌ه ــق داده‌ه ــب دقی ــق ترکی و از طری

)ســهرابی‌فرد، ۱۳۸5: 169(. 

1-3. کاربست روش
ــای  ــی« در پایگاه‌ه ــوش مصنوع ــی ه ــتجوی کلیدواژه »حکمران ــا جس ــل، ب  در بخش فراتحلی
علمــی، ابتــدا ۱۳۰ مقالــه مرتبط شناســایی شــد. پــس از ارزیابــی دقیق‌تــر موضوعــات و 
ــورت  ــی که به‌ص ــان انگلیس ــه زب ــی ب ــه علمی‌پژوهش ــالات، ۶۳ مقال ــای مق ــی چکیده‌ه بررس
ــه،  ــن مطالع ــد، در ای ــه بودن ــی هــوش مصنوعــی پرداخت ــف حکمران ــاد مختل ــه ابع مســتقیم ب
منابــع بــرای تحلیــل نهایــی بــه روش »نمونه‌گیــری هدفمنــد مبتنــی بــر معیــار« برگزیــده شــدند. 
به‌منظــور کاهــش ناهمگنــی پارادایمــی و تفکیــک روشــن نســل‌ها، آثــار متعلــق بــه نســل 
ــازی  ــرای زمینه‌س ــاً ب ــودکار صرف ــور و خ ــامانه‌های قاعده‌مح ــرا و س ــرد نمادگ ــت رویک نخس
ــر  ــی ب ــدی، ۱۴۰۴(. تمرکــز اصل ــار گذاشــته شــد )مفی ــل کن تاریخــی مــرور و از هســتۀ تحلی
نســل دوم، یعنــی پارادایــم پیوندگــرا و شــبکه‌محور، قــرار گرفــت؛ پارادایمــی کــه اکنــون میــدان 
ــی از بطــن  ــب پژوهــش و صنعــت را شــکل می‌دهــد و بخــش عمــدۀ دســتاوردهای عمل غال
آن برآمــده اســت )مفیــدی، ۱۴۰۴(. ایــن تحدیــد دامنــه، همگرایــی مفهومــی و مقایســه‌پذیری 
یافته‌هــا را افزایــش می‌دهــد و بــا پرســش پژوهــش دربــارۀ معماری‌هــای یادگیــری داده‌محــور 
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ــازۀ 8 ســاله  ــا در ب ــن‌رو انتخــاب پژوهش‌ه ــاق دارد. ازای ــا انطب ــی آن‌ه و دلالت‌هــای حکمران
اخیــر قــرار گرفــت تــا ایــن تمایــز شــکل گیــرد و مــرز پژوهــش در نســبت بــا نســل اول هــوش 
مصنوعــی مشــخص باشــد. داده‌هــای دموگرافیــک شــامل حــوزه تخصصــی، محــل نشــر، تعداد 
نویســندگان، ترکیــب جنســیتی، روش‌هــای پژوهــش و نظریه‌هــای پرتکــرار مقــالات، اســتخراج 
ــوان پایــه‌ای بــرای یافته‌هــای توصیفــی پژوهــش مــورد اســتفاده قــرار گرفــت. در  شــد و به‌عن
مرحلــه تحلیــل مضمــون، داده‌هــای کیفــی مقــالات بررســی شــد کــه نتیجــه آن اســتخراج ۲۹۷ 
کــد پایــه، ۱۶ کــد ســازمان‌دهنده و چهــار کــد فراگیــر بــود. ایــن کدهــا در نهایــت چارچــوب 

تحلیلــی پژوهــش را شــکل دادنــد.
اســتراتژی پژوهــش در رونــد تحلیــل داده‌هــا، بدیــن صــورت بــود کــه از الگــوی دورانــی 
ــان  ــا پای ــه پژوهشــگر ت ــل مضمون اســتفاده شــد، به‌طــوری ک ــک، 1394: 93( در تحلی )فلی
فرآینــد نــگارش، به‌صــورت پیاپــی بیــن ســطوح مختلــف کدهــا )پایــه، ســازمان‌دهنده و 
فراگیــر( حرکــت کــرد تــا بــه انســجام تحلیلــی دســت یابــد. همچنیــن، بــه دلیــل حجــم بــالای 
ــی  ــه و بازبین ــه مقایس ــای پای ــا کده ــه ب ــن مرحل ــا در چندی ــن کده ــازمان‌دهنده، ای ــای س کده
ــاح  ــی و اص ــار وارس ــن ب ــس از چندی ــز پ ــر نی ــای فراگی ــتخراج کده ــت، اس ــدند. در نهای ش
کدهــای ســازمان‌دهنده و پایــه انجــام پذیرفــت تــا دقــت و اعتبــار نتایــج تضمیــن شــود. ایــن 
رویکــرد نظام‌منــد، امکان تحلیــل عمیــق و ســاختاریافته موضوع حکمرانــی هــوش مصنوعــی 

را فراهــم کــرد و بــه ارائــه نتایجــی روشــن و مســتدل منجــر شــد. 

 

 

بهدر جمع را  نظری حاضر، حکمرانی هوش مصنوعی  مبانی    فناوری»  ،۴م عا  کاربری  فناوری   عدسی  سه  از  که  بیندمی  ای معماری   ۀ مثاببندی، 
برگ ریزها و برازش نهادی تکیه دارد؛ تجارتسازی برونکند؛ بر اقتصاد سیاسی نهادها برای داخلیاطلاعات« و »فناوری هوشمندی« تغذیه می

های ایمنی و سازوکارهای همکاری کند؛ فشارهای ساختاری رقابت را با کفآزمایی را در طراحی لحاظ میهای راستیامنیت و دشواری   شفافیت
ارزشمهارپذیر می زبان تحلیلی«،  از رهگذر »دستور  و  به قیدهای طراحی سنجشسازد؛  را  نگاشت میپذیر و مقیاسهای هنجاری  کند.  پذیر 

  معماری  به  هنجارها  ٔ  های کافی برای ترجمهکند و هم بنیانزدگی را حفظ میسان، روایت نظری، هم انتزاع لازم برای اجتناب از مصداقبدین
 .آوردمی فراهم را چندلایه اجرایی

 روش پژوهش  .3
کیفی با  حاضر  پژوهش با رویکرد  مضمون و  تحلیل  و  فراتحلیل  روش  دو  است. تلفیق  شده  مرورهای زیرمجموعهفراتحلیل    انجام  از  ای 

شده برای رسیدن به یک نتیجه واحد با های کیفی و کمی مرتبط از چندین مطالعه انتخابسیستماتیک؛ روشی برای ترکیب سیستماتیک داده
روش  یست،ن  ی آمار  یکتکن  یکصرفاً    یلفراتحلاست.    قدرت بررس  یپژوهش  یبلکه  با  که  پژوهشنظام  یاست  را   هایهفرض  یشین،پ   ی هامند 
  (.۱۶۹: ۱۳8۵ فرد،ی)سهراب یابدیتر دست مجامع های گیری یجهبه نت هایافتهها و داده یقدق یبترک یقکرده و از طر یفبازتعر
 کاربست روش. ۱-3

کلیدواژه  بخشدر    جستجوی  با  مصنوعیحکمرانی  » فراتحلیل،  پایگاه «هوش  ابتدادر  علمی،  مرتبط ۱۳۰ های  از  مقاله  پس  شد.  شناسایی 
دقیق  چکیده  ترارزیابی  بررسی  و  مقالاتموضوعات  انگلیسی   یپژوهشیعلم  مقاله ۶۳ ،های  زبان  به به  مختلف که  ابعاد  به  مستقیم  صورت 

بودند،    هوش مصنوعیحکمرانی   نهایی  پرداخته  تحلیل  برای  منابع  مطالعه،  این  برگزیده    بر   یمبتنگیری هدفمند  »نمونه  به روشدر  معیار« 
به نسلشدند.  روشن  تفکیک  و  پارادایمی  ناهمگنی  کاهش  نخستمنظور  نسل  به  متعلق  آثار  سامانه  ها،  و  نمادگرا  قاعدهرویکرد  و    محورهای 

برای زمینه  خودکار از هستصرفاً  و  تاریخی مرور  پارادایم  (.۱۴۰۴مفیدی،  )  شد  گذاشته  کنار  تحلیلۀ  سازی  یعنی  بر نسل دوم،  تمرکز اصلی 
 از   عملی  دستاوردهای   ةدهد و بخش عمدمحور، قرار گرفت؛ پارادایمی که اکنون میدان غالب پژوهش و صنعت را شکل میشبکهو    پیوندگرا

دهد و با پرسش پژوهش ها را افزایش میپذیری یافتهاین تحدید دامنه، همگرایی مفهومی و مقایسه.  ( ۱۴۰۴مفیدی،   (آن برآمده است  بطن
ساله اخیر قرار گرفت تا   8  ةها در بازانتخاب پژوهش  روازاین.  دارد  انطباق  هاآن  حکمرانی  های دلالت  و  محورداده  یادگیری   های معماری   ةدربار

محل نشر،    تخصصی،شامل حوزه    یکدموگراف  ی هادادهاین تمایز شکل گیرد و مرز پژوهش در نسبت با نسل اول هوش مصنوعی مشخص باشد.  
به  های یهپژوهش و نظر  ی هاروش  یتی، جنس  یبترک  یسندگان، تعداد نو پاپرتکرار مقالات، استخراج شد و   یفی توص  های یافته  ی برا  ای یهعنوان 

کد    ۱۶  یه،کد پا  ۲۹۷آن استخراج    یجه نت  کهشد    یمقالات بررس   یفیک   ی ها مضمون، داده  تحلیلپژوهش مورد استفاده قرار گرفت. در مرحله  
 پژوهش را شکل دادند.  یلیچارچوب تحل یتکدها در نها ینبود. ا یرکد فراگ چهاردهنده و سازمان

طوری که  استفاده شد، به تحلیل مضموندر    ( ۹۳:  ۱۳۹۴  لیک،الگوی دورانی )ف ازبدین صورت بود که  ها،  روند تحلیل داده دراستراتژی پژوهش  
به نگارش،  فرآیند  پایان  تا  )پایه، سازمانپژوهشگر  بین سطوح مختلف کدها  پیاپی  تحلیلی  صورت  انسجام  به  تا  فراگیر( حرکت کرد  و  دهنده 

دهنده، این کدها در چندین مرحله با کدهای پایه مقایسه و بازبینی شدند. در نهایت، دست یابد. همچنین، به دلیل حجم بالای کدهای سازمان
  .دهنده و پایه انجام پذیرفت تا دقت و اعتبار نتایج تضمین شوداستخراج کدهای فراگیر نیز پس از چندین بار وارسی و اصلاح کدهای سازمان

را فراهم کرد و به ارائه نتایجی روشن و مستدل منجر    هوش مصنوعیموضوع حکمرانی   تحلیل عمیق و ساختاریافته امکان  مند،این رویکرد نظام
 . شد

  
 

  
 
 
 
 
 های پژوهش  یافته. 4

 
4 GPT(General Purpose Technology). 

 (:  2) شماره نمودار

روش پژوهش 

کیفی 

استراتژی های 
روشی

فراتحلیل

تحلیل مضمون

اعتبارسنجی

استفاده از الگوی 
دورانی

نمودار 1. چارچوب روش پژوهش چارچوب روش پژوهش 1نمودار 

4. یافته‌های پژوهش 
ایــن پژوهــش باهــدف تبییــن مؤلفه‌هــای کلیــدی حکمرانــی راهبــردی هــوش مصنوعــی انجــام 
ــر اســت: »چارچوب‌هــا و ســازوکارهای  ــی زی ــه پرســش اصل ــی پاســخ ب شــده اســت و در پ
حکمرانــی راهبــردی هــوش مصنوعــی در مطالعــات خارجــی بــه زبان انگلیســی منتشرشــده بین 
ــر  ــه تعریــف، ســاختاربندی و ارزیابــی شــده‌اند؟« افــزون ب ــا ۲۰۲۵ چگون ســال‌های ۲۰۱۷ ت
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ایــن، پژوهــش حاضــر بــه شناســایی مؤلفه‌هــای تکرارشــونده در الگوهــای حکمرانــی هــوش 
مصنوعــی نیــز می‌پــردازد. بــرای نیــل بــه ایــن اهــداف، رویکــردی نظام‌منــد اتخــاذ شــده اســت 
کــه زمینــه درک جامــع داده‌هــا و یافته‌هــای مقــالات منتخــب را فراهــم مــی‌آورد. رونــد انجــام 

پژوهــش نیــز بــه شــرح زیــر پیگیــری شــده اســت:
• بخش نخست: توصیف ویژگی‌های مقالات موردمطالعه؛	
• بخــش دوم: بســط روش‌شــناختی کدگــذاری ســه‌مرحله‌ای بــرای تحلیــل نظام‌منــد 	

ــا؛ داده‌ه
• بخش سوم: واکاوی نتایج به‌دست‌آمده از مطالعات انتخابی.	

4-1. یافته‌های توصیفی-آماری
بررســی رونــد انتشــار مقــالات در بــازه زمانــی ۲۰۱۷ تــا ۲۰۲۵ نشــان‌دهنده تغییــرات 
قابل‌توجهــی در تعــداد مطالعــات منتشرشــده اســت. در ســال‌های ابتدایــی )۲۰۱۷ تــا 
۲۰۱۹(، رشــد مقــالات آرام و تدریجــی بــود، امــا از ۲۰۲۰ بــه بعــد شــاهد افزایــش چشــمگیر 
تعــداد پژوهش‌هــا هســتیم کــه بــه نظــر می‌رســد تحت‌تأثیــر پیشــرفت‌های فنــاوری و اهمیــت 
یافتــن موضــوع قــرار گرفتــه اســت. اوج ایــن رونــد صعــودی در ســال‌های ۲۰۲۲ تــا ۲۰۲5 
ــن حــوزه اســت. داده‌هــای ســال  ــه ای ــی ب ــه نشــان‌دهنده اوج توجــه علم مشــاهده می‌شــود ک
۲۰۲۵ نیــز حاکــی از تــداوم ایــن رونــد رو بــه رشــد اســت. ایــن الگــو به‌وضــوح نشــان می‌دهــد 
کــه موضــوع مــورد مطالعــه در ســال‌های اخیــر بــه یکــی از حوزه‌هــای پژوهشــی پویــا و پررونــق 

تبدیــل شــده اســت1)نمودار شــماره )3(. 

 

 

پژوهش   است: راهبردی  کلیدی حکمرانی    ی ها مؤلفهتبیین    باهدفاین  زیر  اصلی  به پرسش  پاسخ  در پی  و  است  انجام شده  هوش مصنوعی 
  ۲۰۲۵تا    ۲۰۱۷های  منتشرشده بین سال خارجی به زبان انگلیسی    ها و سازوکارهای حکمرانی راهبردی هوش مصنوعی در مطالعات»چارچوب

تکرارشونده در الگوهای حکمرانی هوش   ی هامؤلفهاند؟« افزون بر این، پژوهش حاضر به شناسایی  چگونه تعریف، ساختاربندی و ارزیابی شده
های مقالات منتخب را ها و یافتهمند اتخاذ شده است که زمینه درک جامع داده پردازد. برای نیل به این اهداف، رویکردی نظاممصنوعی نیز می

 : آورد. روند انجام پژوهش نیز به شرح زیر پیگیری شده استفراهم می
 ؛ موردمطالعه مقالات  های توصیف ویژگی نخست: بخش •
 ؛ هامند دادهای برای تحلیل نظاممرحلهشناختی کدگذاری سهبسط روش دوم: بخش •
 .آمده از مطالعات انتخابیدستواکاوی نتایج به سوم: بخش •

 آماری _ های توصیفی یافته. 4-۱
بازه زمان  یبررس   یها در تعداد مطالعات منتشرشده است. در سال   یتوجهقابل  ییراتدهنده تغنشان  ۲۰۲۵تا    ۲۰۱۷  یروند انتشار مقالات در 
از    یجی(، رشد مقالات آرام و تدر۲۰۱۹تا    ۲۰۱۷)   ییابتدا اما  افزا  ۲۰۲۰بود،  یم که به نظر  ها هستتعداد پژوهش  یرچشمگ  یشبه بعد شاهد 
مشاهده    ۲۰۲۵تا    ۲۰۲۲  ی ها در سال   ی روند صعود  ین موضوع قرار گرفته است. اوج ا  یافتن  یتو اهم  ی فناور  های یشرفتپ  ریتأثتحت  رسدمی

وضوح الگو به   ینروند رو به رشد است. ا  یناز تداوم ا   یحاک  یزن  ۲۰۲۵سال    ی هاحوزه است. داده  ینبه ا  یدهنده اوج توجه علمکه نشان  شودیم
   .( ۳)نمودار شماره ) ۵شده است  یلو پررونق تبد یاپو یپژوهش  ی هااز حوزه  یکیبه  یراخ ی هاکه موضوع مورد مطالعه در سال  دهدیم نشان

 

 
 مقالات منتشر شده در هرسال  .۲نمودار 

 
 روش شناسی مقالات منتخب . ۱-۱-4

  ۷های کمی و  از روش  درصد  ۶های کیفی،  از روش  ی منتخبهااز پژوهشدرصد    8۷دهد که  شناسی مقالات منتخب نشان میتحلیل روش
های مفهومی و بافتاری  شناختی، حاکی از تناسب ذاتی رویکردهای کیفی با پیچیدگیاند. این ترجیح روشهای ترکیبی بهره بردهاز روش  درصد

، غلبه  حال بااین کنند.  تر ابعاد اجتماعی، اخلاقی و حقوقی را فراهم می ها امکان کاوش عمیق است، چراکه این روش   هوش مصنوعیحکمرانی  
نشانهای کیفی میروش به سنجشدهنده کمتواند  نسبی  دادهتوجهی  و  یافتههای عینی  تکمیل  برای  باشد.  این حوزه  در  های موجود، محور 

  (.۴)نمودار شماره  شود تا هم عمق تحلیل و هم اعتبار نتایج افزایش یابدهای کمی و کیفی پیشنهاد میتری از روشترکیب هوشمندانه
 

 

 
   های پیشین کمتر است.نگارش شده است، تعداد مقالات مستخرج در این سال نسبت به سال 2025از آنجا که این پژوهش در ابتدای سال   5
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نمودار 2. مقالات منتشر شده در هرسال

1. از آنجا که این پژوهش در ابتدای سال 2025 نگارش شده است، تعداد مقالات مستخرج در این سال نسبت به سال‌های 
پیشین کمتر است. 
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4-1-1. روش شناسی مقالات منتخب
تحلیــل روش‌شناســی مقــالات منتخــب نشــان می‌دهــد کــه ۸۷ درصــد از پژوهش‌هــای 
منتخــب از روش‌هــای کیفــی، 6 درصــد از روش‌هــای کمــی و ۷ درصــد از روش‌هــای ترکیبــی 
ــا  ــی ب ــای کیف ــی رویکرده ــح روش‌شــناختی، حاکــی از تناســب ذات ــن ترجی ــد. ای ــره برده‌ان به
پیچیدگی‌هــای مفهومــی و بافتــاری حکمرانــی هــوش مصنوعــی اســت، چراکــه ایــن روش‌هــا 
ــد. بااین‌حــال،  ــی را فراهــم می‌کنن ــی و حقوق ــاد اجتماعــی، اخلاق ــر ابع امــکان کاوش عمیق‌ت
غلبــه روش‌هــای کیفــی می‌توانــد نشــان‌دهنده کم‌توجهــی نســبی بــه ســنجش‌های عینــی و 
داده‌محــور در ایــن حــوزه باشــد. بــرای تکمیــل یافته‌هــای موجــود، ترکیــب هوشــمندانه‌تری از 
روش‌هــای کمــی و کیفــی پیشــنهاد می‌شــود تــا هــم عمــق تحلیــل و هــم اعتبــار نتایــج افزایــش 

یابــد )نمــودار شــماره 4(. 

 

 

 
 

 
 روش های مورد استفاده در مقالات منتخب  .3 نمودار
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ها و شناسایی الگوهای کلان کمک  کنند، در حالی که فراتحلیل و مطالعات تطبیقی به سنتز یافتهمند مفاهیم کلیدی را فراهم میکاوش نظام

، به نظر  حال بااینهای مختلف است.  ای موضوع و ضرورت ترکیب دیدگاهرشتهشناختی احتمالاً ناشی از ماهیت میاننمایند. این ترجیح روشمی
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نمودار 3. روش های مورد استفاده در مقالات منتخب

اســتراتژی‌های  مبحــث  بــه  مطالعــه  مــورد  مقــالات  روش‌شناســی  دوم  بخــش  در 
روش‌شــناختی می‌پردازیــم کــه بــر اســاس اهــداف پژوهشــی انتخــاب شــده‌اند. در میــان 
ایــن روش‌هــا، تحلیــل مضمــون، تحلیــل محتــوا، فراتحلیــل و مطالعــات تطبیقــی بــه عنــوان 
ــود  ــه خ ــالات را ب ــی از مق ــل توجه ــهم قاب ــه س ــده‌اند ک ــایی ش ــیوه‌ها شناس ــن ش پرکاربردتری

اختصــاص داده‌انــد )نمــودار شــماره )5(.
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نمودار 4. استراتژی های پژوهش

غلبــه ایــن اســتراتژی‌های خــاص نشــان‌دهنده نیــاز مبــرم بــه رویکردهــای تحلیلــی عمیــق 
ــم  ــد مفاهی ــوا امــکان کاوش نظام‌من ــل مضمــون و محت ــن حــوزه پژوهشــی اســت. تحلی در ای
ــه ســنتز یافته‌هــا  ــل و مطالعــات تطبیقــی ب ــی کــه فراتحلی ــد، در حال ــدی را فراهــم می‌کنن کلی
و شناســایی الگوهــای کلان کمــک می‌نماینــد. ایــن ترجیــح روش‌شــناختی احتمــالًا ناشــی از 
ماهیــت میان‌رشــته‌ای موضــوع و ضــرورت ترکیــب دیدگاه‌هــای مختلــف اســت. بااین‌حــال، 
ــا  ــازی پوی ــا مدلس ــبکه‌ای ی ــل ش ــد تحلی ــن مانن ــای نوی ــتفاده از روش‌ه ــد اس ــر می‌رس ــه نظ ب

ــد. ــی بیفزای ــه پژوهش‌هــای آت ــدی ب ــاد جدی ــد ابع می‌توان

4-1-2. نظریات پرتکرار در مقالات منتخب
ــوان  ــدی به‌عن ــه کلی ــج نظری ــی هــوش مصنوعــی، پن ــاره حکمران در پژوهش‌هــای معاصــر درب

چارچوب‌هــای اصلــی تحلیــل و سیاســت‌گذاری شناســایی شــده‌اند:
1. حکمرانــی چندســطحی کــه تعامــات بیــن ســطوح محلــی تــا بین‌المللــی را در 

می‌کنــد؛ تبییــن  مصنوعــی  هــوش  و  دیجیتــال  سیاســت‌های 
2. نظریــه ذی‌نفعــان کــه بــر لحــاظ منافــع همــه ذی‌نفعــان در تصمیم‌گیری‌هــا و کاربردهــای 

اخــاق و مســئولیت اجتماعــی تأکید دارد؛
3. حکمرانــی الگوریتمــی کــه نقــش الگوریتم‌هــا در مدیریــت و نظــارت اجتماعــی را 

می‌کنــد؛ بررســی 
4. چارچــوب مبتنــی بــر ریســک بــرای تنظیــم فناوری‌هــا بــر پایــه ارزیابــی ریســک )ماننــد 

قانــون اتحادیــه اروپــا(؛ 
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5. هــوش مصنوعــی مســئول بــا محــور شــفافیت و پاســخگویی، تأکیــد یونســکو و اصــول 
اخلاقــی نهادهــا. جــدول شــماره )1(.

جدول 2. نظریات پرتکرار در مقالات مورد مطالعه

تعداد شرح مختصر عنوان نظریه

7
روشی برای تنظیم و مدیریت فناوری‌ها بر 
اساس ارزیابی و اولویت‌بندی ریسک‌های 

مرتبط با آن‌ها.

چارچوب مبتنی بر ریسک
)Díaz-Rodríguez et al. 2023(

6
چارچوبی برای توسعه و استفاده از هوش 

مصنوعی با تأکید بر اصول اخلاقی، 
شفافیت، و پاسخگویی.

هوش مصنوعی مسئول
)Wu et al. 2024(

5
استفاده از الگوریتم‌ها و سیستم‌های 
خودکار برای مدیریت و نظارت بر 

فرآیندهای اجتماعی و سیاسی.

حکمرانی الگوریتمی
)Yigitcanlar. 2022(

3
چارچوبی برای تحلیل تعاملات و 

تصمیم‌گیری‌های مشترک بین سطوح 
مختلف حکمرانی، از محلی تا بین‌المللی.

 نظریه حکمرانی چندسطحی
)Urs.2017(

2
نظریه‌ای که بر اهمیت در نظر گرفتن 

منافع و نقش تمامی ذی‌نفعان در 
تصمیم‌گیری‌های سازمانی تأکید دارد.

 نظریه ذی‌نفعان
)Cihon.2020(

4-2. یافته‌های تحلیلی-آماری
یافته‌هــای تحلیــل مضمــون ۶۳ مقالــه منتخــب، چارچوبــی نظام‌منــد بــرای بازنمایــی محتــوای 
مطالعــات در حــوزه حکمرانــی هــوش مصنوعــی فراهــم کــرده اســت. بــر ایــن مبنــا، محتــوای 
ــی،  ــوش مصنوع ــاق ه ــرد: اخ ــدی ک ــور کلان طبقه‌بن ــار مح ــوان در چه ــا را می‌ت پژوهش‌ه
ــر  ــا ه ــن محوره ــت. ای ــعه و کاربس ــی، و توس ــای حکمران ــم‌اندازها، لایه‌ه ــت‌ها و چش سیاس
ــا  ــف گســترده‌ای از مســائل، چالش‌ه ــه طی ــک نمایانگــر حوزه‌هــای گســترده‌تری هســتند ک ی
و راهبردهــای تحقیقاتــی را در بــر می‌گیرنــد و در عیــن حــال ســاختاری تحلیلــی بــرای فهــم 

ــد. ــم می‌آورن ــا فراه ــان آنه ــزات می ــانی‌ها و تمای هم‌پوش
در ســتون نخســت، محورهــای فراگیــر آمــده و در مقابــل هــر یــک، مضامین ســازمان‌دهنده 
ــه  مرتبــط به‌همــراه شــرح آنهــا فهرســت شــده اســت. ایــن ســاختار نشــان می‌دهــد کــه چگون
مضامیــن جزئی‌تــر در تقاطــع ارزش‌هــا، سیاســت‌ها، تنظیم‌گــری و عملیاتــی شــدن فنــاوری، 

بــه شــکل‌دهی فهمــی یکپارچــه از حکمرانــی هــوش مصنوعــی کمــک می‌کننــد.
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ــی و محدودیــت  ــل فشــردگی تحلیل ــه به‌دلی ــن پای ــه جــدول کامــل مضامی از آنجــا کــه ارائ
ــر  ــاط میــان مضامیــن ســازمان‌دهنده و فراگی فضــا امکان‌پذیــر نیســت، تمرکــز بــر ســطح ارتب
گذاشــته شــده اســت تــا ســاختار تحلیلــی قابــل تفســیر و بازتولیــد باقــی بمانــد. ایــن جــدول 
نــه صرفــاً دســته‌بندی ایســتا، بلکــه چارچوبــی بــرای خوانــش تعاملــی و داینامیــک را پیش‌نهــاد 
میــان  میانجــی  فضاهــای  و  تضادهــا  هم‌پوشــانی‌ها،  می‌تــوان  به‌گونــه‌ای کــه  می‌دهــد؛ 
ارزش‌هــا، سیاســت‌گذاری، ســازوکارهای حکمرانــی و اجــرا را شناســایی کــرد و از آن بــرای 

ــرد. ــر فهــم ترکیبــی بهــره ب ــی ب ــر و مبتن تبییــن راهبردهــای متوازن‌ت

جدول 3. تحلیل مضمون

مضمون فراگیر
کد مضمون 
سازمان‌دهنده

مضمون سازمان‌دهنده کدهای مضامین پایه

عی
صنو

ش م
هو

ق 
خلا

ا S2
اخلاق هوش مصنوعی: تعادل نوآوری، 
ایمنی و مدیریت ریسک‌های اخلاقی-

اجتماعی

A5, D6, I33, AZ4, BA1, 
BA2, BB4, BG6, BH1-

BH3, B, BH7-BH8, BI1, 
I5, BI6-BI9, ...

S4
چالش‌های هماهنگی نهادی در اجرای 

اصول اخلاقی
AD1, AD2, AD3

S16
ویژگی‌های کلیدی حکمرانی )پاسخگویی، 

شفافیت، توضیح‌پذیری(
AB1, AB2

عی
صنو

ش م
هو

ی 
ها

داز
م‌ان

چش
 و 

ها
ت‌

اس
سی

S3
سیاست‌های توسعه هوش مصنوعی با 

تمرکز بر مالکیت معنوی، حریم خصوصی 
و همکاری بین‌المللی

Y1, Y2, Y3

S5
تدوین سیاست‌ها و اسناد مبتنی بر 

نوآوری، عدالت و رهبری جهانی

M1, M2, M3, M4, M5, 
M6, N1, N2, N3, N4, 

N5, N6, O1, O2, O3, O4

S6
شکاف میان چشم‌اندازهای اسناد بالادستی 

و عرصه عمل
V5, W4, X1, X2, X3, X4

S8

هشت محور اصلی در توسعه هوش 
مصنوعی )نوآوری، تولید، پژوهش، 

مدیریت عمومی، نیروی کار، آموزش و 
پرورش، تامین زیرساخت(

AP1, AP2, AP3, AP4, AP5
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مضمون فراگیر
کد مضمون 
سازمان‌دهنده

مضمون سازمان‌دهنده کدهای مضامین پایه

عی
صنو

ش م
هو

ی 
ران

کم
 ح

ای
ه‌ه

لای
S9

سه لایه )فنی، اخلاقی، حقوقی( در 
حکمرانی هوش مصنوعی

BA3

S10
ابعاد حکمرانی هوش مصنوعی در سطوح، 

محورها و مراحل
B1, B2, B3, B4, B5

S11

حکمرانی در جهت کاهش خطر، حفظ 
تسلط انسان، جلوگیری از سوءاستفاده، 

ارتقا منافع عمومی، حفظ زنجیره نرم‌افزار 
و مشارکت عمومی

C1, D10, D11, G1, G2, 
H5, I1, I2, K4, K5, L1, L2, 
M6, N6, O1, O2, R4, S4, 
Y2, Y3, AD3, AE1, AE6, 

AF1, AF2, AG1, BD4, 
BE4, BE6, BF13, BF4, 
BF6, BG1, G4, BI9, ...

S12 تنظیم‌گری در طیف مقررات سخت و نرم
J2, AV1, AV2, AV3, AV4, 

AV5

S13
رویکرد کلان حکمرانی شامل، قانون 

جامع، توسعه اخلاقی و توجه بر 
زیرساخت‌های فنی

N1, N2, N3, N4, N5, N6

S14
چالش‌های حکمرانی )کم‌توجهی به 

آموزش، جعبه سیاه الگوریتم‌ها(

A1, A2, A4, A5, A6, B1-
B5, C1, C2, BH4-BH8, 

BI1-BI3, BI7-BI9, ...

S15
زمینه‌های حکمرانی )فنی، اجتماعی، 

فرهنگی، اقتصادی، گفتمانی(
AG4

عی
صنو

ش م
هو

ت 
بس

کار
 و 

عه
وس

ت

S1
فقدان تعریف مشترک و چالش‌های 

پیش‌بینی‌ناپذیری فناوری هوش مصنوعی
B1-B3-D6-L4-V1, T1, 

G4

S3
سیاست‌های توسعه هوش مصنوعی با 

تمرکز بر مالکیت معنوی، حریم خصوصی 
و همکاری بین‌المللی

Y1, Y2, Y3

S7
قراردادهای تأمین فناوری و خدمات 

دیجیتال در توسعه مسئولانه هوش 
مصنوعی

D7, D11, K1, K2, R1-
R4, T2, T3, U2-U4, W3, 
W4, X1AQ3, AQ4BH5, 

BI1, 3, BI7-BI9, ...

S8
هشت محور اصلی در توسعه هوش 

مصنوعی
AP1, AP2, AP3, AP4, AP5
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4-2-1. اخلاق هوش مصنوعی
در زیــر مجموعــه مضمــون فراگیــر »اخــاق هــوش مصنوعــی«، به‌عنــوان یکــی از ســتون‌های 
اصلــی و چالشــی حکمرانــی هــوش مصنوعــی، نقشــی حیاتــی در ایجــاد تعــادل میــان 
پیشــرفت‌های علمــی و مدیریــت پیامدهــای اخلاقــی و اجتماعــی آن ایفــا می‌کنــد. ایــن موضوع 
ــرداری از ظرفیت‌هــای  ــال بهره‌ب ــه دنب ــوان چشــم‌انداز حــوزه هــوش مصنوعــی نه‌تنهــا ب ــه عن ب
هــوش مصنوعــی اســت، بلکــه تــاش دارد تــا بــا شناســایی و کاهــش خطرهــا، ایــن فنــاوری را 
در مســیری هدایــت کنــد کــه همســو بــا ارزش‌هــای انســانی و نیازهــای جوامــع باشــد. در ادامــه 

بــه محورهــای اصلــی »اخــاق هــوش مصنوعــی« بیــان می‌شــود:

4-2-1-1. چالش‌های اخلاقی هوش مصنوعی
ــه در  ــت ک ــی روبه‌روس ــا چالش‌های ــمگیر، ب ــای چش ــود توانمندی‌ه ــا وج ــی ب ــوش مصنوع ه
ــا  ــن آن‌ه ــد. مهم‌تری ــاد کن ــترده‌ای ایج ــای گس ــد پیامده ــت می‌توان ــت نادرس ــورت مدیری ص
شــفافیت و پاســخگویی اســت؛ بســیاری از الگوریتم‌هــا به‌صــورت »جعبه‌ســیاه« عمــل 
ــی توســعه‌دهندگان به‌ســادگی قابــل  ــا حت ــران ی ــرای کارب ــد تصمیم‌گیری‌شــان ب ــد و رون می‌کنن
توضیــح نیســت )AB1,T2(. ایــن عــدم شــفافیت، پاســخگویی را دشــوار کــرده و نگرانی‌هایی 
دربــاره حریــم خصوصــی افــراد )AB4(، آســیب‌پذیری در برابــر حمــات ســایبری )AB5( و 
ــش دیگــر،  ــزد .)L4( چال ــا خروجی‌هــا برمی‌انگی ــا ی ــروز ســوگیری‌های ناخواســته در داده‌ه ب
ــد  ــی مول ــوش مصنوع ــزرگ و ه ــی ب ــای زبان ــژه در مدل‌ه ــت؛ به‌وی ــض اس ــوگیری و تبعی س
کــه گاه محتوایــی ناعادلانــه، تبعیض‌آمیــز یــا نادرســت تولیــد می‌کننــد .)AB3, AJ3( در 
حــوزه اســتخدام و مدیریــت منابــع انســانی، ایــن امــر می‌توانــد بــه نابرابــری در دسترســی بــه 
ــی  ــات عموم ــد )AJ2( و در خدم ــا بینجام ــی مهارت‌ه ــذف برخ ــا ح ــغلی ی ــای ش فرصت‌ه
تبعیض‌هــای نــژادی یــا جنســیتی را تشــدید کــرده، اعتمــاد عمومــی را تضعیــف کنــد. افــزون بر 
ایــن، خطــرات ایمنــی و تهدیــدات وجــودی ناشــی از ضعف‌هــای فنــی یــا سوءاســتفاده‌هایی 
ماننــد نظــارت غیرمجــاز نیــز قابل اغمــاض نیســت )AF1(. همچنین، خودکارســازی گســترده 
می‌توانــد بیــکاری وســیع و آثــار اجتماعــی عمیــق بــر جــای گــذارد )V4(. مجمــوع ایــن 
ــادآور می‌شــود. ــد را ی ــی محکــم و نظام‌من ــن چارچوب‌هــای اخلاق چالش‌هــا ضــرورت تدوی

4-2-1-2. اصول بنیادین و چارچوب‌های اخلاقی
بــرای هدایــت هــوش مصنوعــی در مســیری مســئولانه، اصــول بنیادیــن و چارچوب‌هــای 
اخلاقــی نقــش راهنمــا را ایفــا می‌کننــد. یکــی از ایــن اصــول کلیــدی، چهارگانــه اعتمادســازی 
اســت و بــر اســاس ایــن اصــول ســاخته شــده‌اند: نظــارت انســانی، اســتحکام فنــی و ایمنــی، 
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حریــم خصوصــی و مدیریــت داده‌هــا، و شــفافیت، عدالــت و پاســخگویی )U2(. ایــن اصــول 
در اســتانداردهای بین‌المللــی ماننــد )ISO/IEC( و ابــزار ارزیابــی 1)ALTAI( گنجانــده 
شــده‌اند و هدفشــان ایجــاد اعتمــاد در زیســت‌بوم هــوش مصنوعــی اســت )AR3(. نظــارت 
ــه  ــی ب ــتحکام فن ــی، اس ــای حیات ــر تصمیم‌گیری‌ه ــان ب ــرل انس ــظ کنت ــای حف ــه معن ــانی ب انس
ایمنــی و قابلیــت اطمینــان سیســتم‌ها، حریــم خصوصــی بــه حفاظــت از داده‌هــای شــخصی و 

ــاره عملکــرد سیســتم‌ها اشــاره دارد. ــه اطلاعــات روشــن درب ــه ارائ شــفافیت ب
عدالــت و شــمول نیــز از دیگــر اصــول اساســی هســتند کــه بــر حــذف ســوگیری‌ها و 
ــاوت،  ــا قض ــکی ی ــد پزش ــی مانن ــد )N6, AM4(. در حوزه‌های ــد دارن ــری تأکی ــن براب تضمی
حوزه‌هایــی کــه تصمیمــات هــوش مصنوعــی می‌تواننــد زندگــی انســان‌ها را مســتقیماً تحــت 
ــرای  ــد. ب ــته باش ــری داش ــب جبران‌ناپذی ــد عواق ــوگیری می‌توان ــود س ــد، وج ــرار دهن ــر ق تأثی
ــا ذی‌نفعــان مختلــف  ــه ب ــوع در طراحــی و گفتگوهــای چندجانب ــه ایــن هــدف، تن دســتیابی ب

.)AC3( ــده‌اند ــنهاد ش ــض پیش ــش تبعی ــرای کاه ــر ب ــی مؤث ــوان راه‌های به‌عن
اصــل انســان‌محوری نیــز از جایــگاه ویــژه‌ای برخــوردار اســت و بــر ایــن بــاور اســت کــه 
هــوش مصنوعــی بایــد در خدمــت انســان و ارزش‌هــای او باشــد )AK1-AK6(. ایــن اصــل، 
حکمرانــی پایــدار را ترکیبــی از ســه دیــدگاه کاربرمحــور، جامعه‌محــور و اجتماع‌محــور2 
می‌دانــد. ابزارهایــی ماننــد ســکوهای تعامــل شــهروندی می‌تواننــد مشــارکت عمومــی را 
تقویــت کننــد و اطمینــان دهنــد کــه توســعه هــوش مصنوعــی بــا نیازهــا و آرمان‌هــای جامعــه 

.)AK5( هم‌راســتا باشــد

4-2-1-3. راهکارهای عملیاتی و حکمرانی جامع
ــر چالش‌هــای اخلاقــی و  ــه ب ــرای غلب ــه چالش‌هــای اخلاقــی ب ــر ارائ نتایــج مقــالات عــاوه ب
کاهــش ریســک‌ها، ارائــه راهکارهــای عملیاتــی ضــروری داده‌انــد. ایــن راهکارهــا می‌تواننــد در 
AQ1-( ســطوح مختلــف، از سیاســت‌گذاری کلان تــا فرآیندهــای توســعه، پیاده‌ســازی شــوند

AQ6(. در ســطح کلان، تشــکیل هیئت‌هــای بازبینــی الگوریتــم بــا حضــور متخصــص فنــی 

ــا نظــارت  ــد متخصصــان حقوقــی و اخلاق‌شناســان، پیشــنهاد شــده اســت ت ــی، مانن و غیرفن
جامع‌تــری بــر سیســتم‌ها اعمــال شــود )AL2(. در مرحلــه توســعه نیــز، ادغــام اصــول اخلاقــی 
در تمامــی مراحــل، از جمــع‌آوری داده‌هــا تــا ارزیابــی عملکــرد سیســتم‌ها، از اهمیــت بســزایی 

.)BI1( برخــوردار اســت

1. Assessment List for Trustworthy Artificial Intelligence

2. این سطح گسترده‌تر از »جامعه محور« است و به کل ساختارهای اجتماعی، فرهنگی و نهادی توجه دارد.
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در ایـن راسـتا ابزارهـای فناورانـه و نظارتـی نیـز می‌تواننـد بـه بهبود شـفافیت و ایمنی کمک 
کننـد )BI2-BI9(. بـرای نمونـه، اسـتفاده از Model Cards بـرای ارائـه گزارش‌هـای شـفاف 
 .)AQ6( دربـاره عملکـرد مدل‌هـا و ارزیابـی ریسـک‌ها از جملـه ابزارهـای پیشـنهادی اسـت
 )BI3( بااین‌حـال، چالش‌هایـی ماننـد ناکافـی بـودن بلوغ ایـن ابزارهـا در محیط‌های عملیاتـی

.)BI8( و نیـاز بـه یکسان‌سـازی اصطلاحـات و اسـتانداردها همچنـان باقـی اسـت
مقــررات نــرم، ماننــد کدهای اخلاقــی و اســتانداردهای داوطلبانــه، رویکــردی انعطاف‌پذیر 
بــرای تنظیــم هــوش مصنوعــی ارائــه می‌دهنــد )AV1-AV5(. اصــول یونســکو و همکاری‌های 
ــان  ــی می ــد تعادل ــاش دارن ــه ت ــتند ک ــرد هس ــن رویک ــی از ای ــی نمونه‌های عمومی-خصوص
نــوآوری و مســئولیت‌پذیری ایجــاد کننــد. بااین‌حــال، ضعــف در اجــرا و دشــواری جلــب 

.)AV3( اعتمــاد عمومــی از جملــه موانــع ایــن روش بــه شــمار می‌رونــد
در ایــن راســتا، اخــاق در هــوش مصنوعــی، حــوزه‌ای چندوجهــی اســت که نیازمنــد نگاهی 
جامــع بــه مســائل فنــی، اجتماعــی و اخلاقــی اســت. شــفافیت، عدالــت و انســان‌محوری بایــد 
ــرار  ــاوری مدنظــر ق ــن فن ــوان اصــول راهنمــا در تمامــی مراحــل توســعه و اســتفاده از ای به‌عن
گیرنــد. ابزارهــای عملیاتــی و مقــررات نــرم می‌تواننــد بــه کاهــش ریســک‌های اخلاقــی کمــک 

کننــد، امــا موفقیــت آن‌هــا در گــرو اجــرا و نظــارت دقیــق و مؤثــر اســت. 

 

 

 
 چارچوب اخلاقی حکمرانی هوش مصنوعی . ۵ رنمودا

 
 

 اندازهای هوش مصنوعیها و چشمسیاست .4-۲-۲
»سیاست یعنی  دوم،  فراگیر  چشممحور  و  مصنوعیاندازهای  ها  استهوش  حکمرانی  سازی  پیاده  و  تدوین  نحوه  در  مهم  اصلی  محور  «،   .

بر تدوین چارچوبهوش مصنوعی اندازهای  ها و چشم»سیاست و  «  را به شکلی مسئولانه  این فناوری  هایی متمرکز است که توسعه و کاربرد 
ارزش هم با  کند.  راستا  هدایت  انسانی  اینهای  اصلی  سیاست  بخش  محورهای  تدوین  در  کشورها  مختلف  رویکردهای  بررسی  و به  ملی  های 
 پردازد.های هماهنگی جهانی و اصول بنیادین در این حوزه میالمللی، چالشبین

 ها و اسناد مبتنی بر نوآوری، عدالت و رهبری جهانی تدوین سیاست. 4-۲-۲-۱
 هوش مصنوعی اندازهای متفاوتی را برای توسعه  ها و چشمها و شرایط فرهنگی و ژئوپلیتیکی خود، سیاستها، اولویتکشورها بر اساس ظرفیت

مشاهده است. برای مثال، چین بر تقویت رهبری خود در حوزه وضوح قابل ها در اسناد ملی و مطالعات تطبیقی به کنند. این تفاوت دنبال می
. در مقابل، هند  ( M2, M4) های پیشرفته است  شدن به قطب اصلی تولید فناوری افزار و پیشرفت صنعتی تمرکز دارد و هدفش تبدیلسخت

ایالات    (.AM2) های مختلف اجتماعی و اقتصادی در اولویت قرار داده است  را با تأکید بر رفع نیازهای گروه  هوش مصنوعیتوسعه کاربردهای  
کند تا جایگاه خود  افزار را دنبال میها و نرم محور، رهبری در زیرساختمتحده نیز رویکردی دوجانبه اتخاذ کرده و ضمن توجه به توسعه اخلاق

 (. M1, M5) را در عرصه جهانی حفظ کند 
های ژئوپلیتیکی است. آمریکا با محوریت  های فرهنگی و رقابتشود، بلکه متأثر از ارزشهای فنی محدود نمیهای موجود صرفاً به جنبهتفاوت
، درحالیکه چین هماهنگی اجتماعی و توسعه  (M1, M3, M5) کندهایی مانند آزادی فردی و اخلاق پروتستانی سیاستگذاری میارزش

از تأثیر این رقابتهای آمریکا علیه چین نمونهتحریم(M2, M4, M5) نمایدصنعتی را به عنوان اصول راهبردی خود دنبال می ها بر ای 
 . (M6) هاستگیری سیاستجهت

 نیز شاهد تنوع رویکردها هستیم:  هوش مصنوعیدر سطح حکمرانی 
 (N1) آورحور و الزام  تدوین چارچوبی قانونم اتحادیه اروپا: •
 (N1) محور و اعتمادسازی تأکید بر توسعه اخلاق آمریکا: •
 (N1) پیوند توسعه فناوری با ثبات اجتماعی بر مبنای عدالت چین: •

اخلاق هوش مصنوعی

چالش های اصلی و کلیدی

شفافیت و پاسخگویی

سوگیری و تبعیض 

خطرات ایمنی و تهدیدات 
وجودی

اصول بنیادین و 
اعتمادسازی چاچوب های اخلاق

نظارت انسانی 

استحکام فنی و ایمنی 

حریم خصوصی و مدیریت 
داده ها 

شفافیت، عدالت و 
پاسخگویی

تشکیل هیئت های بازبینی راهکارهای عملیاتی
الگوریتم 

با حضور متخصصان فنی و 
غیر فنی 

ادغام اصول اخلاقی در 
تمامی مراحل پیاده سازی 

مقررات نرم 

نمودار 5. چارچوب اخلاقی حکمرانی هوش مصنوعی
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4-2-2. سیاست‌ها و چشم‌اندازهای هوش مصنوعی
محــور فراگیــر دوم، یعنــی »سیاســت‌ها و چشــم‌اندازهای هــوش مصنوعــی«، اصلــی مهــم در 
نحــوه تدویــن و پیــاده ســازی حکمرانــی اســت. محــور »سیاســت‌ها و چشــم‌اندازهای هــوش 
ــاوری را  ــن فن ــرد ای ــی متمرکــز اســت کــه توســعه و کارب ــن چارچوب‌های ــر تدوی مصنوعــی« ب
بــه شــکلی مســئولانه و هم‌راســتا بــا ارزش‌هــای انســانی هدایــت کنــد. محورهــای اصلــی ایــن 
بخــش بــه بررســی رویکردهــای مختلــف کشــورها در تدویــن سیاســت‌های ملــی و بین‌المللــی، 

چالش‌هــای هماهنگــی جهانــی و اصــول بنیادیــن در ایــن حــوزه می‌پــردازد.

4-2-2-1. تدوین سیاست‌ها و اسناد مبتنی بر نوآوری، عدالت و رهبری جهانی
کشــورها بــر اســاس ظرفیت‌هــا، اولویت‌هــا و شــرایط فرهنگــی و ژئوپلیتیکــی خود، سیاســت‌ها 
و چشــم‌اندازهای متفاوتــی را بــرای توســعه هــوش مصنوعــی دنبــال می‌کننــد. ایــن تفاوت‌هــا 
ــر  ــن ب ــال، چی ــرای مث ــی به‌وضــوح قابل‌مشــاهده اســت. ب ــات تطبیق ــی و مطالع در اســناد مل
تقویــت رهبــری خــود در حــوزه ســخت‌افزار و پیشــرفت صنعتــی تمرکــز دارد و هدفــش 
ــل،  ــت )M2, M4(. در مقاب ــرفته اس ــای پیش ــد فناوری‌ه ــی تولی ــب اصل ــه قط ــدن ب تبدیل‌ش
هنــد توســعه کاربردهــای هــوش مصنوعــی را بــا تأکیــد بــر رفــع نیازهــای گروه‌هــای مختلــف 
اجتماعــی و اقتصــادی در اولویــت قــرار داده اســت )AM2(. ایــالات متحــده نیــز رویکــردی 
ــری در زیرســاخت‌ها و  ــه توســعه اخلاق‌محــور، رهب ــه اتخــاذ کــرده و ضمــن توجــه ب دوجانب

.)M1, M5( ــد ــی حفــظ کن ــگاه خــود را در عرصــه جهان ــا جای ــد ت ــال می‌کن ــزار را دنب نرم‌اف
ارزش‌های  از  متأثر  بلکه  نمی‌شود،  محدود  فنی  جنبه‌های  به  صرفاً  موجود  تفاوت‌های 
فرهنگی و رقابت‌های ژئوپلیتیکی است. آمریکا با محوریت ارزش‌هایی مانند آزادی فردی و 
اخلاق پروتستانی سیاستگذاری می‌کند )M1, M3, M5(، درحالیکه چین هماهنگی اجتماعی 
و توسعه صنعتی را به عنوان اصول راهبردی خود دنبال می‌نماید )M2, M4, M5(. تحریم‌های 

.)M6( آمریکا علیه چین نمونه‌ای از تأثیر این رقابت‌ها بر جهت‌گیری سیاست‌هاست
در سطح حکمرانی هوش مصنوعی نیز شاهد تنوع رویکردها هستیم:

• 	)N1( اتحادیه اروپا: تدوین چارچوبی قانونم حور و الزام‌آور
• 	)N1( آمریکا: تأکید بر توسعه اخلاق‌محور و اعتمادسازی
• 	)N1( چین: پیوند توسعه فناوری با ثبات اجتماعی بر مبنای عدالت

این اسناد بر سه محور کلیدی تأکید دارند:
	)S2(۱. تعادل بین نوآوری و ایمنی

)N5( ۲. تقویت همکاری‌های بین‌المللی
)N6( ۳. رعایت اصولی مانند شفافیت و عدالت
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4-2-2-2. چالش‌های هماهنگی جهانی
مطالعــات حکمرانــی در ذیــل عنــوان سیاســت‌ها و چشــم‌اندازهای هــوش مصنوعــی در ســطح 
جهانــی بــه موضــوع چالش‌هــای هماهنگــی سیاســت‌های هــوش مصنوعــی پرداخته‌انــد. 
تعامــات و همکاری‌هــا در ســطح جهانــی بــا موانــع متعــددی روبه‌روســت کــه از جملــه 
ــه رقابت‌هــای ژئوپلیتیکــی و تفاوت‌هــای فرهنگــی اشــاره کــرد. ایــن عوامــل  آن‌هــا می‌تــوان ب
ــوار  ــی را دش ــکاری بین‌الملل ــد و گاه هم ــر می‌گذارن ــه تأثی ــت‌های یکپارچ ــن سیاس ــر تدوی ب
می‌ســازند )M1,M6(. بــرای مثــال، نبــود تعریــف مشــترک از »هــوش مصنوعی سیاســت‌پذیر« 
و پراکندگــی سیاســت‌ها در کشــورهایی ماننــد هنــد، موانعــی جــدی در مســیر همگرایــی 
جهانــی ایجــاد کــرده اســت )AD1-AD3, AO3, AM2(. رقابت‌هــای ژئوپلیتیکــی نیــز، 

.)AT4( ــد ــدید می‌کن ــا را تش ــن چالش‌ه ــن، ای ــکا و چی ــان آمری ــای می ــد تنش‌ه مانن
ــاف و  ــد ایجــاد ســازوکارهای حــل اخت ــع، پیشــنهادهایی مانن ــن موان ــر ای ــه ب ــرای غلب ب
اشــتراک‌گذاری داده‌هــا مطــرح شــده اســت. ایــن ســازوکارها می‌تواننــد زمینه‌ســاز هم‌افزایــی 
 .)AN5( بیشــتر میــان کشــورها شــوند و بــه تدویــن سیاســت‌هایی هماهنگ‌تــر کمــک کننــد
همچنیــن، تقویــت گفت‌وگوهــای چندجانبــه و مشــارکت ذی‌نفعــان مختلــف، از جملــه 
دولت‌هــا، شــرکت‌های خصوصــی و جامعــه مدنــی، می‌توانــد بــه کاهــش شــکاف‌های موجــود 

.)O1, O2( ــاری رســاند ی
از ســوی دیگــر برخــی مطالعــات بــه الزامــات و بایســته‌های سیاســت‌ها و چشــم‌اندازهای 
ــه  ــد ک ــان می‌ده ــات نش ــن مطالع ــج ای ــون نتای ــل مضم ــد. تحلی ــی پرداخته‌ان ــوش مصنوع ه
سیاســت‌های و چشــم‌اندازهای کلــی هــوش مصنوعــی نیازمنــد رویکــردی چندوجهــی اســت 
ــای  ــود ج ــی را در خ ــکاری بین‌الملل ــه هم ــاز ب ــی و نی ــات فن ــی، الزام ــای فرهنگ ــه ارزش‌ه ک
دهــد. تفاوت‌هــای ژئوپلیتیکــی و فرهنگــی، اگرچــه موانعــی در مســیر سیاســت‌گذاری جهانــی 
ایجــاد می‌کننــد، امــا اصــول مشــترکی ماننــد شــفافیت، عدالــت و پاســخگویی می‌تواننــد 
ــوان پایــه‌ای بــرای اجمــاع عمــل کننــد )N6, O3(. ایــن اصــول نه‌تنهــا اعتمــاد عمومــی  به‌عن
ــه کاهــش خطرهــای ناشــی از توســعه بی‌رویــه هــوش مصنوعــی  ــد، بلکــه ب را تقویــت می‌کنن

ــد. ــک می‌کنن کم
ــش،  ــادل دان ــاف و تب ــل اخت ــازوکارهای ح ــق س ــژه از طری ــی، به‌وی ــکاری بین‌الملل هم
ــرای اســتفاده مســئولانه از ایــن  ــه را ب ــه همگرایــی سیاســت‌ها منجــر شــود و زمین ــد ب می‌توان
فنــاوری فراهــم کنــد )N5(. درعین‌حــال، کشــورها بایــد باتوجه‌بــه ظرفیت‌هــا و اولویت‌هــای 
خــود، سیاســت‌هایی را تدویــن کننــد کــه نــوآوری را بــا ایمنــی و اخــاق درآمیــزد. بــرای مثــال، 
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تمرکــز چیــن بــر ســخت‌افزار، هنــد بــر کاربردهــا و آمریــکا بــر زیرســاخت‌ها، نشــان‌دهنده ایــن 
تنــوع راهبــردی اســت کــه در نهایــت بایــد در چارچوبــی جهانــی هماهنــگ شــود.

 

 

 
 هوش مصنوعی سیاست ها و چشم اندازی های  . 6 نمودار

 
 حکمرانی هوش مصنوعی هایلایه. 4-۲-3

برای دستیابی به حکمرانی مؤثر در حوزه   روازاینپردازد. « میهوش مصنوعی های اصلی حکمرانی محور فراگیر سوم در مرحله اول به بیان »لایه
افزا در خود جای دهد. صورت همرا به  «فنی، اخلاقی و حقوقی»  های ، ضروری است که چارچوبی چندلایه طراحی شود که لایههوش مصنوعی 

 شوند.ساز توسعه و کاربرد مسئولانه این فناوری میتنها مکمل یکدیگرند، بلکه با همکاری و تعامل، زمینهها نهاین لایه
هایی متمرکز است که هم مسئولانه عمل کنند و هم از شفافیت برخوردار باشند. یکی از موانع  لایه فنی: این لایه بر طراحی الگوریتم •

»جعبه پدیده  حوزه،  این  در  که  اصلی  است  سیستمتصمیم  ندیفراسیاه«  مصنوعیهای  گیری  غیرقابل  هوش  میرا  سازد درک 
 (B1,D1,T2الگوریتم مسئولانه  طراحی  اصول  رعایت  مشکل،  این  بر  غلبه  برای  توضیح(.  و  شفافیت  جمله  از  فنی،  ها،  پذیری 

 ( دارد  بسزایی  توسعهB2,D7,J1اهمیت  به  اصول  این  می(.  امکان  سیستمدهندگان  برای دهد  عملکردشان  که  کنند  خلق  هایی 
 اتکا باشد. فهم و قابل کاربران قابل 

اخلاقی:   • اهمیت  لایه  دلیل  لایهبه  یافتهاین  اول  بخش  در  اخلاقی،  لایه  بررسی شد،  مفصل  طور  به  ارزش  ها  مانند بر  انسانی  های 
 ( دارد  تأکید  خودمختاری  و  عدالت  به  احترام  و  سوگیری  کاهش  الگوریتمB3,N6,AB3,U1,AK4انصاف،  در  سوگیری  ها (. 

بهمی شود،  منجر  نابرابری  و  تبعیض  به  حوزه تواند  در  دارند.  ویژه  بالایی  که حساسیت  قضایی  نظام  و  مانند سلامت  ، روازاین هایی 
 (. AC3ها از طریق ابزارهایی نظیر تنوع در مخاطبان و گفتگوهای چندجانبه ضروری است )شناسایی و رفع سوگیری 

سیاست ها و چشم اندازهای هوش مصنوعی

تطبیق چشم اندازهای 
کشورهای متخلف 

تدوین سیاست ها مبتنی بر نوآوری و عدالت و رهبری جهانی

رویکردهای حکمرانی 

حکمرانی قانونیاتحادیه اروپا

توسعه اخلاق محور آمریکا

توسعه فناوری و ثبات چین
اجتماعی

محورهای اصلی اسناد 
بالادستی

تعادل میان نوآوری وایمنی

تقویت همکاری های 
بین المللی 

رعایت اصولی مانند 
شفافیت و عدالت

هماهنگی جهانی 

عدم توافق بر تعریف چالش ها
مشترک از هوش مصنوعی

الزامات 

توجه به تفاوت های 
فرهنگی و تمدنی 

ن اشتراک بر مبانی بنیادی
همچون عدالت 

ایجاد سازوکار تبادل دانش

نمودار 6. سیاست ها و چشم اندازی های هوش مصنوعی

4-2-3. لایه‌های حکمرانی هوش مصنوعی
محــور فراگیــر ســوم در مرحلــه اول بــه بیــان »لایه‌هــای اصلــی حکمرانــی هــوش مصنوعــی« 
می‌پــردازد. ازایــن‌رو بــرای دســتیابی بــه حکمرانــی مؤثــر در حــوزه هــوش مصنوعــی، ضــروری 
ــی« را  ــی و حقوق ــی، اخلاق ــای »فن ــه لایه‌ه ــود ک ــی ش ــه طراح ــی چندلای ــه چارچوب ــت ک اس
ــا  ــه ب ــد، بلک ــل یکدیگرن ــا مکم ــا نه‌تنه ــن لایه‌ه ــد. ای ــای ده ــود ج ــزا در خ ــورت هم‌اف به‌ص

ــوند. ــاوری می‌ش ــن فن ــئولانه ای ــرد مس ــعه و کارب ــاز توس ــل، زمینه‌س ــکاری و تعام هم
• ــئولانه 	 ــم مس ــه ه ــت ک ــز اس ــی متمرک ــی الگوریتم‌های ــر طراح ــه ب ــن لای ــی: ای ــه فن لای

عمــل کننــد و هــم از شــفافیت برخــوردار باشــند. یکــی از موانــع اصلــی در ایــن حــوزه، 
پدیــده »جعبه‌ســیاه« اســت کــه فراینــد تصمیم‌گیــری سیســتم‌های هــوش مصنوعــی را 
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غیرقابــل‌درک می‌ســازد )B1,D1,T2(. بــرای غلبــه بــر ایــن مشــکل، رعایــت اصــول 
ــت  ــی، اهمی ــری فن ــه شــفافیت و توضیح‌پذی ــا، از جمل طراحــی مســئولانه الگوریتم‌ه
می‌دهــد  امــکان  توســعه‌دهندگان  بــه  اصــول  ایــن   .)B2, D7, J1( دارد  بســزایی 
ــد. ــکا باش ــم و قابل‌ات ــران قابل‌فه ــرای کارب ــان ب ــه عملکردش ــد ک ــق کنن ــتم‌هایی خل سیس

• لایــه اخلاقــی: بــه دلیــل اهمیــت ایــن لایــه، در بخــش اول یافته‌هــا بــه طــور مفصــل 	
بررســی شــد، لایــه اخلاقــی بــر ارزش‌هــای انســانی ماننــد انصــاف، کاهــش ســوگیری 
 .)B3, N6, AB3, U1, AK4( و احتــرام بــه عدالــت و خودمختــاری تأکیــد دارد
ــژه در  ــود، به‌وی ــر ش ــری منج ــض و نابراب ــه تبعی ــد ب ــا می‌توان ــوگیری در الگوریتم‌ه س
حوزه‌هایــی ماننــد ســامت و نظــام قضایــی کــه حساســیت بالایــی دارنــد. ازایــن‌رو، 
تنــوع در مخاطبــان و  ابزارهایــی نظیــر  از طریــق  شناســایی و رفــع ســوگیری‌ها 

.)AC3( ــت ــروری اس ــه ض ــای چندجانب گفتگوه
• لایــه حقوقــی: بــر ایجــاد چارچوب‌هــای تنظیم‌گــری و نهادهــای مســئول بــرای 	

 B4, J2, AI2,( ــن تمرکــز دارد ــرد هــوش مصنوعــی و اجــرای قوانی ــر کارب نظــارت ب
F1, P1( چارچوب‌هــای حقوقــی بایــد به‌گونــه‌ای طراحــی شــوند کــه ضمــن تضمیــن 

بــا پیشــرفت‌های ســریع  بــرای ســازگاری  مســئولیت‌پذیری، انعطاف‌پذیــری لازم 
ــز داشــته باشــند. ــاوری را نی فن

ایــن ســه‌لایه بــا یکدیگــر هم‌افزایــی دارنــد و از طریــق پیونــد قواعــد و ابزارهــای فناورانــه 
)W1( و تأکیــد بــر هــوش مصنوعــی قابل‌اعتمــاد )AR2(، بــه کاهــش مخاطــرات اجتماعــی 
و اخلاقــی کمــک می‌کننــد )C3, AF1(. همــکاری میــان توســعه‌دهندگان، سیاســت‌گذاران و 

.)J4, I2( جامعــه مدنــی بــرای موفقیــت ایــن چارچــوب ضــروری اســت

4-2-3-2. سطوح، محورها و مراحل حکمرانی هوش مصنوعی
بخــش دوم ایــن محــور فراگیــر بــه ســطوح، محورهــا و مراحــل حکمرانــی هــوش مصنوعــی 
ــه  ــی محــدود نمی‌شــود، بلک ــای اصل ــه لایه‌ه ــا ب ــی هــوش مصنوعــی تنه ــردازد. حکمران می‌پ
ــن ســطوح، محورهــا و مراحــل مختلفــی اســت کــه به‌صــورت یکپارچــه  ــد درنظرگرفت نیازمن

عمــل کننــد تــا ایــن فنــاوری بــه شــکلی مســئولانه مدیریــت شــود.
• ســطوح حکمرانــی: ایــن ســطوح شــامل ســه دســته ملــی، بین‌المللــی و ســازمانی اســت. 	

در ســطح ملــی، کشــورها سیاســت‌هایی را بــر اســاس نیازهــا و اولویت‌هــای داخلــی 
خــود تدویــن می‌کننــد، درحالی‌کــه در ســطح بین‌المللــی، همــکاری و هماهنگــی بــرای 
ــی ضــروری اســت )N5, AD3(. در ســطح ســازمانی  ــا چالش‌هــای جهان ــه ب مواجه
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نیــز، شــرکت‌ها و نهادهــا موظف‌انــد اســتانداردهای داخلــی را بــرای توســعه مســئولانه 
هــوش مصنوعــی پیاده‌ســازی کننــد.

• محورهــای حکمرانــی: ایــن محورهــا بــه ســه بخــش داده، سیســتم و ترکیبــی تقســیم 	
ــا  ــی داده‌ه ــم خصوص ــظ حری ــت و حف ــت، امنی ــر کیفی ــی داده ب ــوند. حکمران می‌ش
تمرکــز دارد )J1, L2(، درحالی‌کــه حکمرانــی سیســتم بــر شــفافیت و توضیح‌پذیــری 
الگوریتم‌هــا تأکیــد می‌کنــد )K3, AB2(. رویکــرد ترکیبــی نیــز ایــن دو را ادغــام 

ــه دهــد. ــع ارائ ــی جام ــا چارچوب ــد ت می‌کن
• مراحــل حکمرانــی: ایــن مراحــل شــامل پیــش از توســعه، حین توســعه و پس از توســعه 	

ــی از  ــن اصــول اخلاق ــی ریســک‌ها و تدوی ــش از توســعه، ارزیاب ــه پی اســت. در مرحل
اهمیــت برخــوردار اســت )AQ6(. در حیــن توســعه، نظــارت انســانی و بازرســی‌های 
اخلاقــی ضــروری اســت )J3, K4(. پــس از توســعه نیــز، ممیزی‌هــای دوره‌ای و 
.)L3, AO4( اصــاح رفتــار سیســتم‌ها بــرای تضمیــن عملکــرد مســئولانه لازم اســت

 B1,( ایـن چارچـوب چندبعـدی بـا تمرکـز بـر رفـع شـکاف اطلاعاتـی ناشـی از جعبه سـیاه
T2( و تقویت شـفافیت فنی )D7, B2(، به توسـعه مسـئولانه هوش مصنوعی کمک می‌کند. 

 M6( و رقابت‌هـای ژئوپلیتیکی )AF2 و G4( چالش‌هایـی ماننـد پیش‌بینی‌ناپذیـری ریسـک‌ها
.)AF3, N5( نیازمنـد همـکاری بین‌المللـی و رویکردهای تطبیقی اسـت )AD2,

 

 

 
 هوش مصنوعی ابعاد مختلف حکمرانی  .۷ نمودار

 هوش مصنوعی توسعه و کاربست  .4-۲-4
رود که بر  یکی از محورهای اساسی در حکمرانی این فناوری به شمار میاشاره دارد.    هوش مصنوعیتوسعه و کاربست  محور فراگیر چهارم به  

های تمرکز دارد. این محور به بررسی ابزارها، قراردادها و زمینه  هوش مصنوعیهای  سازی و استفاده مسئولانه و پایدار از سیستمطراحی، پیاده
پردازد که برای تضمین رشد اخلاقی و ایمن این فناوری ضروری هستند. در این راستا، قراردادهای تأمین فناوری و خدمات متنوع حکمرانی می

زمینه چالشدیجیتال،  همچنین  و  گفتمانی،  و  اقتصادی  فرهنگی،  اجتماعی،  فنی،  پیادههای  گرفته   موردتوجهسازی  های  چارچوبی  قرار  تا  اند 
 ارائه شود. هوش مصنوعیجامع برای توسعه 

 قراردادهای تأمین فناوری و خدمات دیجیتال . 4-۲-4-۱
مسئولانه   توسعه  برای  کلیدی  ابزارهایی  دیجیتال  خدمات  و  فناوری  تأمین  مصنوعیقراردادهای  قراردادها    هوش  این  ایجاد   باهدفهستند. 

 کنند. شوند و به استفاده ایمن و اخلاقی از این فناوری کمک میهای اخلاقی و اجتماعی طراحی میشفافیت، پاسخگویی و کاهش ریسک
الگوریتمتوضیح • الگوریتمپذیری  که  کنند  تضمین  باید  قراردادها  این  بهها:  سیستمهای  در  مصنوعیهای  کاررفته  و قابل  هوش  فهم 

گیری سیستم را درک کرده و در صورت نیاز آن را مورد پرسش دهد تا منطق تصمیمشفاف باشند. این ویژگی به کاربران امکان می
 (. D7 , AB2قرار دهند ) 

داده • بر  کاربر  دادهکنترل  و حذف  اصلاح  در دسترسی،  را  کاربران  باید حقوق  قراردادها  حریم های شخصیها:  تا  کنند  تأمین  شان 
 (. D8 , AB4ها حفظ شود ) خصوصی و خودمختاری آن

ها و عمومی، قراردادها باید مفادی برای نظارت مستقل بر عملکرد سیستم  اعتمادجلبنظارت مستقل و زنجیره تأمین باکیفیت: برای   •
 (.D10  , D11اطمینان از کیفیت زنجیره تأمین داشته باشند ) 

پذیری عمل کرده و با انعطاف  هوش مصنوعیعنوان خط مقدم دفاع در برابر سوءاستفاده از  کنند که بهاین قراردادها چارچوبی حقوقی فراهم می
 (. AP1 - AP5دهند ) های اخلاقی و اجتماعی را کاهش میو اجرای سریع، ریسک

 : فنی، اجتماعی، فرهنگی، اقتصادی و گفتمانی توسعه های زمینه .4-۲-4-۲

لایه های حکمرانی هوش مصنوعی

لایه های اصلی 
حکمرانی 

ناظر به الگوریتم هافنی 
ارزش های انسانیاخلاقی 

چارچوب های حقوقی 
تنظیم گری

سطوح حکمرانی 
ملی 

بین المللی 
سازمانی 

محورهای 
حکمرانی 

داده 
سیستم
ترکیبی 

مراحل حکمرانی 
پیش از توسعه 
حین توسعه 

پس از توسعه 

نمودار 7. ابعاد مختلف حکمرانی هوش مصنوعی
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4-2-4. توسعه و کاربست هوش مصنوعی
محــور فراگیــر چهــارم بــه توســعه و کاربســت هــوش مصنوعــی اشــاره دارد. یکــی از محورهــای 
اساســی در حکمرانــی ایــن فنــاوری بــه شــمار مــی‌رود کــه بــر طراحــی، پیاده‌ســازی و اســتفاده 
ــی  ــه بررس ــور ب ــن مح ــز دارد. ای ــی تمرک ــوش مصنوع ــتم‌های ه ــدار از سیس ــئولانه و پای مس
ابزارهــا، قراردادهــا و زمینه‌هــای متنــوع حکمرانــی می‌پــردازد کــه بــرای تضمیــن رشــد 
اخلاقــی و ایمــن ایــن فنــاوری ضــروری هســتند. در ایــن راســتا، قراردادهــای تأمیــن فنــاوری و 
خدمــات دیجیتــال، زمینه‌هــای فنــی، اجتماعــی، فرهنگــی، اقتصــادی و گفتمانــی، و همچنیــن 
چالش‌هــای پیاده‌ســازی موردتوجــه قــرار گرفته‌انــد تــا چارچوبــی جامــع بــرای توســعه هــوش 

مصنوعــی ارائــه شــود.

4-2-4-1. قراردادهای تأمین فناوری و خدمات دیجیتال
قراردادهــای تأمیــن فنــاوری و خدمــات دیجیتــال ابزارهایــی کلیــدی بــرای توســعه مســئولانه 
ــن قراردادهــا باهــدف ایجــاد شــفافیت، پاســخگویی و کاهــش  هــوش مصنوعــی هســتند. ای
ــن  ــی از ای ــه اســتفاده ایمــن و اخلاق ــی و اجتماعــی طراحــی می‌شــوند و ب ریســک‌های اخلاق

ــد. ــک می‌کنن ــاوری کم فن
• ــای 	 ــه الگوریتم‌ه ــد ک ــن کنن ــد تضمی ــا بای ــن قرارداده ــا: ای ــری الگوریتم‌ه توضیح‌پذی

به‌کاررفتــه در سیســتم‌های هــوش مصنوعــی قابل‌فهــم و شــفاف باشــند. ایــن ویژگــی 
بــه کاربــران امــکان می‌دهــد تــا منطــق تصمیم‌گیــری سیســتم را درک کــرده و در 

.)D7, AB2( ــد ــرار دهن ــورد پرســش ق ــاز آن را م صــورت نی
• کنتــرل کاربــر بــر داده‌هــا: قراردادهــا بایــد حقــوق کاربــران را در دسترســی، اصــاح و 	

حــذف داده‌هــای شخصی‌شــان تأمیــن کننــد تــا حریــم خصوصــی و خودمختــاری آن‌هــا 
.)D8, AB4( حفــظ شــود

• نظــارت مســتقل و زنجیــره تأمیــن باکیفیــت: بــرای جلب‌اعتمــاد عمومــی، قراردادهــا 	
ــت  ــان از کیفی ــرد سیســتم‌ها و اطمین ــر عملک ــرای نظــارت مســتقل ب ــادی ب ــد مف بای

.)D10, D11( ــره تأمیــن داشــته باشــند زنجی
ــاع در  ــدم دف ــط مق ــوان خ ــه به‌عن ــد ک ــم می‌کنن ــی فراه ــی حقوق ــا چارچوب ــن قرارداده ای
ــریع،  ــرای س ــری و اج ــا انعطاف‌پذی ــرده و ب ــل ک ــی عم ــوش مصنوع ــتفاده از ه ــر سوءاس براب

.)AP5 - AP1( ریســک‌های اخلاقــی و اجتماعــی را کاهــش می‌دهنــد

4-2-4-2. زمینه‌های توسعه : فنی، اجتماعی، فرهنگی، اقتصادی و گفتمانی
ــر  ــه ب ــت ک ــددی اس ــای متع ــه زمینه‌ه ــه ب ــد توج ــی نیازمن ــوش مصنوع ــئولانه ه ــعه مس توس
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ــی،  ــد. ایــن زمینه‌هــا شــامل جنبه‌هــای فن ــاوری اثــر می‌گذارن ــرد ایــن فن طراحــی، اجــرا و کارب
اجتماعــی، فرهنگــی، اقتصــادی و گفتمانــی هســتند کــه هــر یــک به‌نوبــۀ خــود در شــکل‌دهی 

بــه حکمرانــی هــوش مصنوعــی نقــش دارنــد.
• زمینــه فنــی: ایــن زمینــه بــر طراحــی الگوریتم‌هــا و سیســتم‌های هــوش مصنوعــی 	

  B2( ــد ــد می‌کن ــری و حــذف ســوگیری تأکی ــر شــفافیت، توضیح‌پذی تمرکــز دارد و ب
ــران را  ــاد کارب ــد، اعتم ــروی کنن ــن اصــول پی ــه از ای D7, J1, AB2(. سیســتم‌هایی ک

جلــب کــرده و از ســوءتفاهم‌ها جلوگیــری می‌کننــد.
• زمینــه اجتماعــی: مشــارکت عمومــی و اعتمــاد جامعــه بــه هــوش مصنوعــی از اهمیــت 	

ویــژه‌ای برخــوردار اســت. ایــن زمینــه بــر تعامــل بــا ذی‌نفعــان و هم‌راســتایی فنــاوری 
.)D11, AS3, AK5( بــا نیازهــای جامعــه تأکیــد دارد

• زمینــه فرهنگــی: ارزش‌هــا و هنجارهــای فرهنگــی در پذیــرش هــوش مصنوعــی نقــش 	
ــه تفاوت‌هــای فرهنگــی در طراحــی سیســتم‌ها و سیاســت‌ها  کلیــدی دارنــد. توجــه ب

.)M1, M4, AA1, N6( بــرای جلوگیــری از تبعیــض ضــروری اســت
• زمینــه اقتصــادی: نــوآوری و منابــع اقتصــادی از عوامــل اصلی توســعه هــوش مصنوعی 	

هســتند. ســرمایه‌گذاری در زیرســاخت‌ها و تقویــت زیســت‌بوم نــوآوری در ایــن زمینــه 
.)Y1 و E2, BA3( حیاتی اســت

• ــه ادراکات 	 ــی و هنجارســازی در شــکل‌دهی ب ــی: گفت‌وگوهــای عموم ــه گفتمان زمین
و پذیــرش هــوش مصنوعــی تأثیرگذارنــد. تقویــت گفتگوهــای شــفاف و چندجانبــه در 

.)AZ5 و BH5( ایــن زمینــه ضــروری اســت
ــرای  ــا ب ــی آن‌ه ــد و هماهنگ ــر می‌گذارن ــر اث ــر یکدیگ ــل ب ــورت متقاب ــا به‌ص ــن زمینه‌ه ای

توســعه مســئولانه هــوش مصنوعــی لازم اســت. 

4-2-4-3. چالش‌های پیاده‌سازی و راه‌حل‌های پیشنهادی
هــوش  پیاده‌ســازی چارچوب‌هــای حکمرانــی  می‌دهــد،  نشــان  مقــالات  نتایــج  تحلیــل 
ــادی،  ــی نه ــه هماهنگ ــوان ب ــه می‌ت ــه از جمل ــت ک ــه اس ــددی مواج ــع متع ــا موان ــی ب مصنوع
تمرکزگرایــی و شــکاف میــان اصــول و عمــل اشــاره کــرد. ایــن چالش‌هــا نیازمنــد راه‌حل‌هــای 

ــه هســتند. ــی و خلاقان عمل
• مصنوعی، 	 هوش  از  مشترک  تعریف  نبود  و  سیاست‌ها  پراکندگی  نهادی:  هماهنگی 

همکاری‌های میان نهادی را دشوار کرده است )AD1 و AD3(. پیشنهاد می‌شود با ایجاد 
.)AN5( سازوکارهای حل اختلاف و اشتراک‌گذاری داده‌ها، این مشکل برطرف شود
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• ــر نفــوذ 	 ــد، امــا در براب ــی: نهادهــای متمرکــز اگرچــه کارآمدن تمرکزگرایــی در حکمران
گروه‌هــای خــاص آســیب‌پذیرند )AE1 تــا AE6 و AU1 تــا AU5(. در مقابــل، 
ــی  ــدرت اجرای ــد ق ــت فاق ــن اس ــا ممک ــد، ام ــز انعطاف‌پذیرن ــاختارهای غیرمتمرک س
باشــند. یافتــن تعــادل میــان کارایــی و انعطاف‌پذیــری از طریــق رویکردهــای نوآورانــه 

ضــروری اســت.
• شــکاف میــان اصــول و عمــل: نبــود چارچوب‌هــای قانونــی عملیاتــی، کمبــود آمــوزش 	

و ابهــام در اصــول اخلاقــی، اجــرای مؤثــر را دشــوار می‌کنــد )W4, BI4, BF4 و 
ــزی اخلاقــی در فرایندهــا از  AO3(. توســعه »بانــک ســؤال ارزیابــی ریســک« و ممی

.)AO4 و AQ6( راه‌حل‌هــای پیشــنهادی اســت
ایــن چالش‌هــا بــا رویکردهــای تطبیقــی و همــکاری بین‌المللــی قابل‌حــل هســتند تــا 
حکمرانــی هــوش مصنوعــی بــه شــکلی پایــدار اجــرا شــود )N5 و AV5(. توســعه و کاربســت 
ــا  ــاوری را ب ــن فن ــای تأمی ــه قرارداده ــت ک ــع اس ــی جام ــد چارچوب ــی نیازمن ــوش مصنوع ه
زمینه‌هــای حکمرانــی تلفیــق کنــد. شــفافیت، پاســخگویی و مشــارکت عمومــی از طریــق 
ایــن قراردادهــا و نظــارت مســتقل تقویــت می‌شــوند. زمینه‌هــای فنــی، اجتماعــی، فرهنگــی، 
اقتصــادی و گفتمانــی بایــد به‌صــورت هماهنــگ در نظــر گرفتــه شــوند تــا هــوش مصنوعــی بــا 

ــد. ــو باش ــانی هم‌س ــای انس ارزش‌ه

 

 

 
 هوش مصنوعیتوسعه و کاربست . 8 نمودار

 
 گیرینتیجه بحث و 

نقشهصورت  باهدفمقاله حاضر   ترسیم  و  بنای  بندی منسجم مسئله  نظامهوش مصنوعیبرای حکمرانی    ادیشواهد  ادبیات ، یک مرور  بر  مند 
ها و تهدیدهای این فناوری را روشن کند. مسئله اصلی آن است  سازی را تقویت و مسیر مواجهه مسئولانه با فرصتانجام داده تا ظرفیت تصمیم

نبود اجماع مفهومی، طراحی هایی میان اصول هنجاری و سازوکارهای اجرایی پدید آورده و پراکندگی سیاستکه شتاب توسعه، شکاف ها و 
های معتبر، از سطح توصیف پراکنده فراتر بندی منظم یافتهکوشد با جمعهای کارآمد حکمرانی را دشوار ساخته است. این مطالعه میچارچوب

 رود و بنیانی برای اقدام عملی فراهم آورد.
تا   ۲۰۱۷در مطالعات    هوش مصنوعیها و سازوکارهای حکمرانی راهبردی  پژوهش پیرامون دو پرسش سامان یافته است: نخست، چارچوب

ارزیابی می  ۲۰۲۵ الگوهای حکمرانی پرتکرارند و چه ویژگیچگونه تعریف، ساختاربندی و  برای پاسخ، شوند؛ دوم، کدام  های مشترکی دارند. 
از   برگزیده شد.  و تحلیل مضمون  فراتحلیل  تلفیق  با  پرداخته   ۶۳مقاله مرتبط،    ۱۳۰رویکردی کیفی  ابعاد حکمرانی  به  مطالعه که مستقیماً 

های پرتکرار( استخراج شد  ها و نظریههای دموگرافیک )حوزه، محل نشر، ترکیب نویسندگان، روشصورت هدفمند انتخاب گردید. دادهبودند به 
مضمون فراگیر تنقیح گردید تا انسجام و دقت   ۴دهنده و در نهایت به  سازمان  مضمون  ۱۶به    پایه  مضمون  ۲۹۷،  با فرایندی دورانی و سپس

 تحلیل تضمین شود.
از فقدان تعریف مشترک و پیشسازمان  مضمون  ۱۶هسته تحلیلی پژوهش بر   تا ویژگیبینیدهنده استوار است که  های  ناپذیری فناوری 

گیرد. تنقیح این کدها به چهار مضمون فراگیر انجامیده است. نخست، پذیری را دربر می کلیدی حکمرانی مانند پاسخگویی، شفافیت و توضیح
ها،  الگوریتم  یاهیجعبه س هایی چون  های انسانی: چالشمثابه ستون حکمرانی و نقطه تلاقی شتاب نوآوری با ارزش « بههوش مصنوعی»اخلاق  

مسئولیت در  آسیبابهام  و  نقض حریم خصوصی  با سوگیری پذیری پذیری،  همراه  امنیتی،  تبعیضهای  و  را  ها  عمومی  اعتماد  ساختاری،  های 
بستهتهدید می برابر،  در  میکند.  پیشنهاد  اعتمادسازی  برای  اصول  از  تصمیمای  بر  انسانی  نظارت  ایمنی،  شود:  و  فنی  استحکام  حیاتی،  های 

وگوی چندجانبه با محوری، توجه به تنوع در طراحی و گفتحکمرانی داده و حریم خصوصی، و شفافیت، عدالت و پاسخگویی؛ همراه با انسان
های های شفاف مانند »کارتهای بازبینی الگوریتم و گزارشنفعان. برای کاهش شکاف »اصل تا عمل«، ادغام اخلاق در چرخه توسعه، هیئتذی 

 شود.گیری از مقررات نرم در کنار مقررات سخت توصیه میمدل« و بهره
محور و  محور و اعتمادساز یا صنعتیآور تا اخلاق محور و الزاماندازها« است که تنوع رویکرد ملی را، از قانون ها و چشممضمون دوم »سیاست

المللی های بینها، سه محور مشترک برجسته است: تعادل میان نوآوری و ایمنی، تقویت همکاری تفاوت  باوجودکشد.  آفرین، به تصویر میثبات
  هوش مصنوعی »  از  مشترک  تعریف  فقدان  و  فرهنگی  های تفاوت  ژئوپلیتیکی،  های )رقابت  و پاسداشت شفافیت و عدالت. موانع هماهنگی جهانی

توسعه و کاربست هوش مصنوعی

قراردادهای تامین فناوری و 
خدمات دیجیتال

تضمین توضیح پذیری الگوریتم ها

کنترل کاربر بر داده ها 

نظارت مستقل و زنجیره تامین
با کیفیت

توسعه مسئولانه زمینه  های حکمرانی

طراحی الگوریتم زمینه فنی

مشارکت عمومی و اعتماد زمینه اجتماعی
جامعه

نقش ارزش ها و هنجارها در زمینه فرهنگی
پذیرش 

اهمیت نوآوری و سرمایه گذاریزمینه اقتصادی

گفت و گوهای عمومی و  زمینه گفتمانی
هنجارساز چالش های پیاده سازی  

هماهنگی نهادی

تمرکزگرایی در حکمرانی

شکاف میان اصول و عمل 

نمودار 8. توسعه و کاربست هوش مصنوعی
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بحث و نتیجه‌گیری
مقالــه حاضــر باهــدف صورت‌بنــدی منســجم مســئله و ترســیم نقشــه‌ای شــواهد بنیــاد 
ــا ظرفیــت  ــر ادبیــات انجــام داده ت ــد ب ــرای حکمرانــی هــوش مصنوعــی، یــک مــرور نظام‌من ب
تصمیم‌ســازی را تقویــت و مســیر مواجهــه مســئولانه بــا فرصت‌هــا و تهدیدهــای ایــن فنــاوری 
را روشــن کنــد. مســئله اصلــی آن اســت کــه شــتاب توســعه، شــکاف‌هایی میــان اصــول هنجاری 
و ســازوکارهای اجرایــی پدیــد آورده و پراکندگــی سیاســت‌ها و نبــود اجمــاع مفهومــی، 
ــی را دشــوار ســاخته اســت. ایــن مطالعــه می‌کوشــد  طراحــی چارچوب‌هــای کارآمــد حکمران
بــا جمع‌بنــدی منظــم یافته‌هــای معتبــر، از ســطح توصیــف پراکنــده فراتــر رود و بنیانــی بــرای 

اقــدام عملــی فراهــم آورد.
پژوهــش پیرامــون دو پرســش ســامان یافتــه اســت: نخســت، چارچوب‌هــا و ســازوکارهای 
حکمرانــی راهبــردی هــوش مصنوعــی در مطالعــات ۲۰۱۷ تــا ۲۰۲۵ چگونــه تعریــف، 
چــه  و  پرتکرارنــد  الگوهــای حکمرانــی  دوم، کــدام  می‌شــوند؛  ارزیابــی  و  ســاختاربندی 
ــل  ــل و تحلی ــق فراتحلی ــا تلفی ــرای پاســخ، رویکــردی کیفــی ب ــد. ب ویژگی‌هــای مشــترکی دارن
مضمــون برگزیــده شــد. از ۱۳۰ مقالــه مرتبــط، ۶۳ مطالعــه کــه مســتقیماً بــه ابعــاد حکمرانــی 
ــد. داده‌هــای دموگرافیــک )حــوزه، محــل  ــد انتخــاب گردی ــد به‌صــورت هدفمن ــه بودن پرداخت
نشــر، ترکیــب نویســندگان، روش‌هــا و نظریه‌هــای پرتکــرار( اســتخراج شــد و ســپس بــا 
فراینــدی دورانــی، ۲۹۷ مضمــون پایــه بــه ۱۶ مضمــون ســازمان‌دهنده و در نهایــت بــه ۴ 

ــن شــود. ــل تضمی ــا انســجام و دقــت تحلی ــد ت ــح گردی ــر تنقی مضمــون فراگی
هســته تحلیلــی پژوهــش بــر ۱۶ مضمــون ســازمان‌دهنده اســتوار اســت که از فقــدان تعریف 
ــد پاســخگویی،  ــی مانن ــدی حکمران ــا ویژگی‌هــای کلی ــاوری ت ــری فن مشــترک و پیش‌بینی‌ناپذی
ــر  ــه چهــار مضمــون فراگی ــن کدهــا ب ــح ای ــرد. تنقی ــر می‌گی ــری را درب شــفافیت و توضیح‌پذی
ــه  ــی و نقط ــتون حکمران ــه س ــی« به‌مثاب ــوش مصنوع ــاق ه ــت، »اخ ــت. نخس ــده اس انجامی
تلاقــی شــتاب نــوآوری بــا ارزش‌هــای انســانی: چالش‌هایــی چــون جعبــه ســیاهی الگوریتم‌هــا، 
ابهــام در مســئولیت‌پذیری، نقــض حریــم خصوصــی و آســیب‌پذیری‌های امنیتــی، همــراه 
بــا ســوگیری‌ها و تبعیض‌هــای ســاختاری، اعتمــاد عمومــی را تهدیــد می‌کنــد. در برابــر، 
ــای  ــر تصمیم‌ه ــانی ب ــارت انس ــود: نظ ــنهاد می‌ش ــازی پیش ــرای اعتمادس ــول ب ــته‌ای از اص بس
حیاتــی، اســتحکام فنــی و ایمنــی، حکمرانــی داده و حریــم خصوصــی، و شــفافیت، عدالــت و 
پاســخگویی؛ همــراه بــا انســان‌محوری، توجــه بــه تنــوع در طراحــی و گفت‌وگــوی چندجانبــه 
ــام اخــاق در چرخــه توســعه،  ــل«، ادغ ــا عم ــرای کاهــش شــکاف »اصــل ت ــان. ب ــا ذی‌نفع ب
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هیئت‌هــای بازبینــی الگوریتــم و گزارش‌هــای شــفاف ماننــد »کارت‌هــای مــدل« و بهره‌گیــری 
ــه می‌شــود. ــار مقــررات ســخت توصی ــرم در کن از مقــررات ن

از  را،  ملــی  رویکــرد  تنــوع  اســت کــه  چشــم‌اندازها«  و  »سیاســت‌ها  دوم  مضمــون 
ــه  ــن، ب ــور و ثبات‌آفری ــا صنعتی‌مح ــاز ی ــور و اعتمادس ــا اخلاق‌مح ــزام‌آور ت ــور و ال قانون‌مح
ــان  ــادل می ــت: تع ــته اس ــترک برجس ــور مش ــه مح ــا، س ــود تفاوت‌ه ــد. باوج ــر می‌کش تصوی
نــوآوری و ایمنــی، تقویــت همکاری‌هــای بین‌المللــی و پاسداشــت شــفافیت و عدالــت. موانــع 
هماهنگــی جهانــی )رقابت‌هــای ژئوپلیتیکــی، تفاوت‌هــای فرهنگــی و فقــدان تعریــف مشــترک 
ــاف، اشــتراک‌گذاری داده  ــا ســازوکارهای حــل اخت از »هــوش مصنوعــی سیاســت‌پذیر«( ب
و تبــادل دانــش و گفت‌وگوهــای چندجانبــه بــا مشــارکت واقعــی دولت‌هــا، بخــش خصوصــی 
ــود و  ــم ش ــترک فراه ــول مش ــر اص ــی ب ــاع حداقل ــا اجم ــد ت ــل مدیریت‌ان ــی قاب ــه مدن و جامع

همگرایــی تدریجــی شــکل گیــرد.
مضمــون ســوم »معمــاری حکمرانــی« را در چهــار بعــد هم‌بســته می‌چینــد. در بعــد لایه‌هــا، 
ســه‌لایه فنــی، اخلاقــی و حقوقــی بایــد هم‌افــزا عمــل کننــد: شــفافیت و توضیح‌پذیــری بــرای 
مهــار جعبــه ســیاهی، انصــاف و کاهــش ســوگیری به‌عنــوان هســته هنجــاری، و چارچوب‌هــای 
ــد  ــا تحــول ســریع. در بع ــاق ب ــن مســئولیت‌پذیری و انطب ــرای تضمی ــر ب ــی انعطاف‌پذی حقوق
ســطوح، هماهنگــی میــان ســطح ملــی، بین‌المللــی و ســازمانی ضــروری اســت. در بعــد 
محورهــا، حکمرانــی داده )کیفیــت، امنیــت، حریــم خصوصــی( در کنــار حکمرانــی سیســتم 
)توضیح‌پذیــری و شــفافیت الگوریتمــی( و رویکــرد تلفیقــی معنــا می‌یابــد. در بعــد مراحــل، 
چرخــه کامــل عمــر )پیــش از توســعه بــا ارزیابــی ریســک و تعییــن اصــول؛ حیــن توســعه بــا 
ــد  ــزی دوره‌ای و اصــاح( بای ــا ممی ــی؛ و پــس از توســعه ب نظــارت انســانی و بازرســی اخلاق
به‌صــورت منســجم پوشــش داده شــود تــا گــذر از شــعار بــه اجــرا ممکــن گــردد و رویکردهــای 

تطبیقــی و همکاری‌هــای فرامــرزی تقویــت شــود.
ــاوری و  ــن فن ــای تأمی ــردازد و »قرارداده ــه »توســعه و کاربســت« می‌پ ــارم ب ــون چه مضم
ــری الگوریتم‌هــا،  ــزام توضیح‌پذی ــد. ال ــی می‌دان ــی حکمران ــل اجرای ــال« را ری ــات دیجیت خدم
تثبیــت حقــوق داده‌ای کاربــران در دسترســی، اصــاح و حــذف، و پیش‌بینــی نظــارت مســتقل و 
تضمیــن کیفیــت زنجیــره تأمیــن، ریســک‌های اخلاقــی - اجتماعــی را از ابتــدا مهــار و اعتمــاد 
را تقویــت می‌کنــد. تحقــق توســعه مســئولانه نیازمنــد حساســیت هم‌زمــان بــه زمینه‌هــای فنــی، 
ــی تشــخیص  ــی اســت. در اجــرا، ســه گــره‌گاه اصل اجتماعــی، فرهنگــی، اقتصــادی و گفتمان
داده می‌شــود: هماهنگــی نهــادی در ســایه پراکندگــی سیاســت‌ها و فقــدان تعریــف مشــترک؛ 
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دوگانــه کارایی/نفوذپذیــری در ســاختارهای متمرکــز در برابــر انعطاف/کاهــش ضمانــت اجــرا 
در ســاختارهای غیرمتمرکــز؛ و شــکاف »وضعیــت مطلــوب و موجــود« ناشــی از کمبــود 
راهنمــای عملیاتــی، آمــوزش و وضــوح مفهومــی. پاســخ‌ها شــامل ســازوکارهای حــل اختــاف 
و اشــتراک‌گذاری داده، »بانــک ســؤال ارزیابــی ریســک«، ممیــزی اخلاقــی مســتمر و ترکیــب 

ســنجیده مقــررات ســخت و نــرم اســت.
برآینـد ایـن مضامیـن، یـک چارچـوب حکمرانی شـواهدبنیاد اسـت: سـتون فقرات سـه‌لایه 
فنـی، اخلاقـی، حقوقـی کـه بـر سـه سـطح ملـی، بین‌المللـی، سـازمانی امتـداد می‌یابـد و در 
سـه محـور حکمرانـی داده، حکمرانـی سیسـتم و رویکـرد تلفیقـی عمـل می‌کنـد؛ چرخـه عمـر 
توسـعه نیـز از پیشـینی تا پسـینی پوشـش می‌یابـد. درون این معمـاری، ابزارهـای عملیاتی برای 
پیونـد »وضعیـت موجـود« بـه »وضعیـت مطلـوب« جای‌گـذاری می‌شـود: قراردادهـای تأمیـن، 
هیئت‌هـای بازبینـی الگوریتـم، ممیزی‌هـای اخلاقـی و ابزارهـای گزارش‌دهـی مـدل، در کنـار 
سـازوکارهای حـل اختالف و تبـادل دانـش. ایـن چارچـوب یـک فراینـد یادگیرنـده مبتنـی بـر 
پایـش مسـتمر و بازنگـری دوره‌ای اسـت کـه می‌توانـد ریسـک‌ها را مهـار، اعتمـاد را تقویـت 
و ظرفیـت نـوآوری را در خدمـت منافـع عمومـی و ارزش‌هـای انسـانی قـرار دهـد. نتیجـه آنکـه 
حکمرانـی راهبـردی زمانـی کارآمـد اسـت کـه در معمـاری‌ای چندلایـه و چندسـطحی متجسـد 
شـود و بـا ابزارهـای شـفاف، شـکاف مزمـن »وضعیـت مطلـوب و موجـود« را کاهـش دهـد؛ 

همـان مسـیری کـه ایـن مقالـه، بـر پایـه ادبیـات مرورشـده، به‌روشـنی ترسـیم کـرده اسـت.

 

 

باسیاست  بخش  ها،دولت  واقعی  مشارکت  با  چندجانبه   وگوهای گفت  و  دانش  تبادل   و  داده  گذاری اشتراک  اختلاف،  حل  سازوکارهای   پذیر«( 
 اند تا اجماع حداقلی بر اصول مشترک فراهم شود و همگرایی تدریجی شکل گیرد.دنی قابل مدیریتم  جامعه و خصوصی

افزا عمل کنند: فنی، اخلاقی و حقوقی باید هم   هیلاسهها،  چیند. در بعد لایه بسته میمضمون سوم »معماری حکمرانی« را در چهار بعد هم
پذیر برای های حقوقی انعطافعنوان هسته هنجاری، و چارچوب، انصاف و کاهش سوگیری بهیاه یجعبه سپذیری برای مهار  شفافیت و توضیح
مسئولیت بینتضمین  ملی،  سطح  میان  هماهنگی  سطوح،  بعد  در  سریع.  تحول  با  انطباق  و  بعد  پذیری  در  است.  ضروری  سازمانی  و  المللی 

پذیری و شفافیت الگوریتمی( و رویکرد تلفیقی معنا محورها، حکمرانی داده )کیفیت، امنیت، حریم خصوصی( در کنار حکمرانی سیستم )توضیح
 و   اخلاقی؛  بازرسی  و  انسانی  نظارت  با  توسعه   حین  اصول؛  تعیین  و  ریسک  ارزیابی  با  توسعه  از  )پیش  یابد. در بعد مراحل، چرخه کامل عمرمی
  و   تطبیقی   رویکردهای   و  گردد  ممکن  اجرا  به  شعار  از  گذر  تا  شود  داده  پوشش  منسجم  صورتبه   اصلاح( باید  و  ای دوره  ممیزی   با  توسعه  از  پس

 . شود تقویت فرامرزی  های همکاری 
داند. الزام  پردازد و »قراردادهای تأمین فناوری و خدمات دیجیتال« را ریل اجرایی حکمرانی میمضمون چهارم به »توسعه و کاربست« می

الگوریتمتوضیح دادهپذیری  تثبیت حقوق  و پیشها،  و حذف،  اصلاح  در دسترسی،  کاربران  زنجیره  ای  تضمین کیفیت  و  نظارت مستقل  بینی 
ریسک اخلاقتأمین،    به   زمانهم  حساسیت  نیازمند  مسئولانه  توسعه  تحقق.  کندمی  تقویت  را  اعتماد  و  مهار  ابتدا  از  را  اجتماعی  -  یهای 

 سایه  در  نهادی   هماهنگی :  شودمی  داده  تشخیص  اصلی  گاهگره  سه  اجرا،  در.  است  گفتمانی  و  اقتصادی   فرهنگی،  اجتماعی،  فنی،  های زمینه
در تع   فقدان   و  هاسیاست  پراکندگی اجرا  ضمانت  انعطاف/کاهش  برابر  در  متمرکز  ساختارهای  در  کارایی/نفوذپذیری  دوگانه  مشترک؛  ریف 

 « شکاف  و  غیرمتمرکز؛  موجودساختارهای  و  مطلوب  پاسخوضعیت  مفهومی.  وضوح  و  آموزش  عملیاتی،  راهنمای  کمبود  از  ناشی  شامل  «  ها 
گذاری داده، »بانک سؤال ارزیابی ریسک«، ممیزی اخلاقی مستمر و ترکیب سنجیده مقررات سخت و نرم سازوکارهای حل اختلاف و اشتراک

 است.
المللی،  ملی، بین  سطح  سه   بر  که  ، اخلاقی، حقوقیلایه فنیبنیاد است: ستون فقرات سهدبرآیند این مضامین، یک چارچوب حکمرانی شواه

  تا  پیشینی  از  نیز  توسعه   عمر  چرخه  کند؛می  عمل  تلفیقی  رویکرد  و  سیستم  حکمرانی  داده،  حکمرانی  محور  سه  در  و  یابدمی  امتداد  سازمانی
موجود«  پیوند  برای  عملیاتی  ابزارهای   معماری،  این  درون.  یابدمی  پوشش  پسینی مطلوب«  به  »وضعیت  : شودمی  گذاری جای   »وضعیت 

  تبادل  و  اختلاف  حل  سازوکارهای   کنار  در  مدل،  دهیگزارش  ابزارهای   و  اخلاقی  های ممیزی   الگوریتم،  بازبینی  های هیئت  تأمین،   قراردادهای 
بازنگری دورهپ  بر  مبتنی  یادگیرنده  فرایند  یک  چارچوب  این.  دانش را تقویت و  تواند ریسکای است که میایش مستمر و  اعتماد  را مهار،  ها 

ای حکمرانی راهبردی زمانی کارآمد است که در معماری   آنکههای انسانی قرار دهد. نتیجه  ظرفیت نوآوری را در خدمت منافع عمومی و ارزش
  مقاله،   این  که   مسیری   ؛ همان« را کاهش دهدوضعیت مطلوب و موجودچندلایه و چندسطحی متجسد شود و با ابزارهای شفاف، شکاف مزمن » 

 .است کرده ترسیم روشنیبه شده،رمرو  ادبیات پایه بر

 
 محورهای اصلی چارچوب حکمرانی راهبردی هوش مصنوعی  .9نمودار 

حکمرانی 
هوش 

مصنوعی 

اخلاق هوش 
مصنوعی 

سیاست ها و 
چشم اندازهای 
هوش مصنوعی

لایه های 
حکمرانی هوش 

مصنوعی

توسعه و 
کاربست هوش 

مصنوعی

نمودار 9. محورهای اصلی چارچوب حکمرانی راهبردی هوش مصنوعی
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بحث و پیشنهاد
ــرای  ــی ب ــوش مصنوع ــی ه ــنهادی حکمران ــدل پیش ــد، »م ــرور نظام‌من ــای م ــر یافته‌ه باتکیه‌ب
ــدی  ــه، ریســک‌محور و اعتمادســاز صورت‌بن ــاری چندلای ــوان به‌صــورت معم ــران« را می‌ت ای
کــرد؛ معمــاری‌ای کــه از یک‌ســو ارزش‌هــای هنجــاری )ایمنــی، عدالــت، مشــروعیت، فراگیری 
و ســازگاری( را بــه قیدهــای طراحــی ســنجش‌پذیر نگاشــت می‌کنــد و از ســوی دیگــر، فاصلــۀ 
ــی،  ــه‌لایۀ فن ــو، س ــن الگ ــد. در ای ــر می‌کن ــی پ ــای اجرای ــا ابزاره ــل« را ب ــا عم ــا ت ــن »مبن مزم
ــداد  ــی، بخشــی، ســازمانی امت ــر ســه ســطح مل ــرات، ب ــۀ ســتون فق ــی به‌مثاب ــی، حقوق اخلاق
می‌یابنــد و چرخــۀ عمــر ســامانه )پیشــینی/حین توسعه/پســینی( را بــه طــور یکپارچــه پوشــش 
می‌دهنــد. منطــق راهبــر مــدل »تناســب ریســک« اســت: هرچــه ریســک کاربــرد و بســتر بالاتــر، 
الزامــات ســخت‌گیرانه‌تر؛ و »مقیاس‌پذیــری حکمرانــی« شــرط بقــا و ارتقــا در برابــر تحــولات 

ســریع فنــاوری.
در ســطح ملــی، پیشــنهاد می‌شــود »شــورای ملــی حکمرانــی هــوش مصنوعی« ذیل ســاختار 
ــا پراکندگــی  ــک( تشــکیل شــود ت ــۀ چاب ــا دبیرخان ــال کشــور )ب ــی سیاســت‌گذاری دیجیت عال
نهــادی کاهــش یابــد و »مرکــز ارزیابــی ریســک و ایمنــی الگوریتمــی« و »ثبــت ملّــی ســامانه‌های 
پرریســک« را مســتقر کنــد. این ســطح باید ســه ســند پایــه را مصــوب و عملیاتی کند: ۱. »ســند 
ــی داده« )تعریــف حقــوق داده‌ای، الزامــات ناشناس‌ســازی و استانداردســازی،  ــی حکمران مل
ــک  ــدی ریس ــام طبقه‌بن ــی(، ۲. »نظ ــی و حاکمیت ــی عموم ــای دسترس ــن و مرزه ــتراک ام اش
ــران( و ۳.  ــرای ای ــا، بومی‌سازی‌شــده ب ــه اروپ ــرد اتحادی ــم‌ارز ساده‌شــدۀ رویک ــا« )ه کاربرده
راهنمــای ارزش‌هــای محــوری همچــون ایمنــی پیشــینی، منــع تبعیــض، حفاظــت از کــودکان، 
حریــم خصوصــی و امنیــت کاربــران. باتوجه‌بــه محدودیت‌هــای تحریمــی و زیرســاختی، ایجــاد 
ــرای تأمیــن محاســبات ایمــن  ــر بومــی قابــل حسابرســی« ب ــی« و »اب »صنــدوق محاســباتی ملّ
ارزیابــی و ممیــزی و یــک مرکــز پاســخ‌گویی بــه رخدادهــای هــوش مصنوعــی ضــروری اســت.

در ســطح بخشــی، رگولاتورهــای تخصصــی حوزه‌هــای حســاس ســامت، مالــی، 
حمل‌ونقــل، آمــوزش، رســانه و زیرســاخت‌های حیاتــی بایــد ســندباکس‌های تنظیمــی را 
راه‌انــدازی کننــد تــا نــوآوری کنترل‌شــده و یادگیــری مقرراتــی رخ دهــد. هــر رگولاتــور، ضمیمــۀ 
ــی  ــد: ارزیاب ــی و اخلاقــی خــود را منتشــر کن ــدی ریســک و بســتۀ الزامــات فن بخشــی طبقه‌بن
اثــرات داده و حریــم خصوصــی، الزامــات توضیح‌پذیــری و قابلیــت بازخواســت، آزمون‌هــای 
پیــش از بهره‌بــرداری و ممیزی‌هــای پســینی، و نیــز الگوهــای قــراردادی الــزام‌آور بــرای 
ــی  ــداد و دسترس ــی رخ ــر، گزارش‌ده ــوق داده‌ای کارب ــفافیت، حق ــای ش ــدگان بنده تأمین‌کنن
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ممیــز بــه لاگ‌هــا. بدیــن ترتیــب، پیونــد »حکمرانــی داده« و »حکمرانــی سیســتم« در هــر بخــش 
به‌صــورت عملیاتــی برقــرار می‌شــود.

ــزرگ، ایجــاد  در ســطح ســازمانی، وزارتخانه‌هــا، نهادهــای عمومــی و کســب‌وکارهای ب
ــا اســتقرار،  ــۀ طراحــی ت ــا از مرحل ــم بین‌رشــته‌ای الزامــی باشــد ت ــی الگوریت هیئت‌هــای بازبین
کنترل‌هــای اخلاقــی و فنــی را اعمــال کننــد. ســازمان‌ها بایــد »کارت مــدل« و »دفترچــۀ داده« 
بــرای ســامانه‌های پرریســک منتشــر کننــد، کنتــرل نســخه و ثبــت تصمیم‌هــای مهــم را برقــرار 
ــد و  ــه شــکایات را به‌صــورت روشــن مســتقر کنن ســازند، ســازوکار افشــاگران و رســیدگی ب
ممیزی‌هــای دوره‌ای مســتقل را بپذیرنــد. بــرای جلب‌اعتمــاد عمومــی، »اتــاق شیشــه‌ای 
ــنجش  ــبوردهای س ــار داش ــک( در کن ــا ریس ــب ب ــفافیت متناس ــای ش ــا« )پنجره‌ه الگوریتم‌ه

ــوآوری و شــمول، به‌صــورت منظــم گزارش‌دهــی شــوند. ــی، ن ــاد، ایمن اعتم
کنترل‌هــای چرخــه عمــر بایــد یکپارچــه و مرحله‌بندی‌شــده اعمــال شــوند. پیــش از 
توســعه: طبقه‌بنــدی ریســک، ارزیابــی اثــرات، طراحــی مســئولانه و معیارهــای آزمــون. حیــن 
توســعه: نظــارت انســانی مؤثــر، کنتــرل داده و نســخه، آزمــون تقابلــی و پایــش ســوگیری. پس از 
ــکان  ــاری و ام ــت و گــزارش رخــداد، به‌روزرســانی اجب ــرداری: ممیزی‌هــای دوره‌ای، ثب بهره‌ب
بازگشــت امــن در صــورت بــروز خطــر. »قراردادهــای تأمیــن فنــاوری« به‌عنــوان ریــل اجرایــی 
حکمرانــی، بایــد شــروط دسترســی ممیــز بــه مســتندات، 1SLAهــای ایمنــی و حریــم خصوصــی 

و ســازوکار حــل اختــاف را تصریــح کننــد.
بــرای هم‌افزایــی بــا جهــان و کاهــش اصطــکاک مبادلاتــی، رویکــرد »هــم‌ارزی کارکــردی« 
ــد الزامــات  ــی )مانن ــر بین‌الملل ــا هنجارهــای معتب ــی ب پیشــنهاد می‌شــود: همسوســازی حداقل
ــل معیارهــای  ــرش متقاب ــی کامــل؛ پذی ــدون وابســتگی حقوق ــی ریســک( ب شــفافیت و ارزیاب
ــد روی  ــرمایه‌گذاری هدفمن ــه؛ و س ــورهای منطق ــا کش ــژه ب ــزی، به‌وی ــۀ ممی ــی و نتیج ارزیاب
ــتقلال  ــظ اس ــن حف ــرد ضم ــن رویک ــزی. ای ــاز قابل‌ممی ــای متن‌ب ــاز و ابزاره ــتانداردهای ب اس
سیاســتی، امــکان تعامل‌پذیــری فنــی و نهــادی و جــذب ســرمایه و دانــش را افزایــش می‌دهــد.

ــان« ضــروری اســت: شــوراهای  ــادار ذی‌نفع ــت »مشــارکت معن ــد اجتماعــی، تقوی در بُع
ــوف و  ــا صن ــه ب ــای چندجانب ــک، گفت‌وگوه ــای پرریس ــرای کاربرده ــهروندی ب ــورتی ش مش
ــران و  ــرای مدی انجمن‌هــای تخصصــی، و برنامــۀ ارتقــای »ســواد داده و هــوش مصنوعــی« ب
عمــوم. ایــن لایــه اعتمادســاز، هزینه‌هــای اجــرای مقــررات را کاهــش می‌دهــد و مشــروعیت 
)آمــوزش  انســانی  ســرمایه  فعــال  سیاســت‌های  هم‌زمــان،  می‌بــرد.  بــالا  را  مداخــات 

1. Service Level Agreemen
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میان‌رشــته‌ای، حمایــت از پژوهــش ایمنــی و تفســیرپذیری، و برنامه‌هــای نگهداشــت و 
ــرود. ــش ب ــی پی ــاز حکمران ــازوی توانمندس ــوان ب ــد به‌عن ــگان( بای ــت نخب بازگش

جمع‌بنــدی این‌کــه، مــدل متناســب بــا زمینــۀ ایــران، همــان معمــاری چندلایــۀ ریســک‌محور 
و اعتمادســاز اســت کــه بــا »یــک مرکــز هماهنگــی ملّــی«، »رگولاتــوری بخشــی سندباکســی«، 
»حاکمیــت دادۀ شــفاف و امــن«، »ابزارهــای اجرایــی قــرارداد ممیــزی گزارش‌دهــی«، و 
»توانمندســازی اجتماعــی و زیرســاختی« عمــل می‌کنــد. ایــن مــدل هم‌زمــان چابــک و 
ــای  ــا الگوه ــل دارد، ب ــباتی راه‌ح ــت محاس ــم و محدودی ــرایط تحری ــرای ش ــت: ب پاسخ‌گوس
جهانــی هــم‌ارزی کارکــردی برقــرار می‌کنــد، و شــکاف میــان اصــول و اجــرا را بــا ســازوکارهای 
عینــی کم‌رنــگ می‌کنــد. هــوش مصنوعــی، به‌جــای منبعــی از ریســک‌های تجمیعــی، بــه 

ــدل شــود. ــی ب ــاب‌آوری مل ــت و ت ــاه، عدال ــاد رف پیشــران قابل‌اعتم

تعارض منافع
تعارض منافع ندارم.
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